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Abstract

This thesis carries out both technical and policy analyses on a progression of topics. These topics are cost modeling of distributed satellite systems, determination of propulsion system requirements for satellite clusters and swarms, and an analysis of ion micropropulsion systems for use in swarms of microsatellites. The total cost over a 10 year mission life is calculated for configurations of the NPOESS mission in which the primary instruments were distributed among three smaller satellites. This increased reliability of the distributed configuration substantially reduces the number of ground and on-orbit spares required. As a result, mission costs are reduced compared to a single large satellite configuration. The relative positions of satellites in a cluster are altered by “tidal” accelerations which are a function of the cluster baseline and orbit altitude. Near continuous thrusting by a propulsive system was found necessary to maintain the relative positions of the satellites within allowable tolerances. Satellite mass, volume, and power constraints limit reasonable cluster baselines to approximately 30 m, 300 m, and 5000 m at 1000 km, 10,000 km, and GEO altitudes respectively. To maintain these cluster baselines, the propulsive system must operate at specific impulses and efficiencies consistent with those of ion engines. The performance of the linear ion microthruster concept is examined using Brophy’s model to predict energy costs per beam ion. Efficiency of the linear ion microthruster was calculated to be in the range of 15%. At this efficiency, the linear ion microthruster is not able to perform station keeping requirements for cluster missions.
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Chapter 1
Introduction

1.1 BACKGROUND
This thesis addresses the issue of in-orbit propulsion for micro-satellites and distributed satellite systems from both a technical and policy perspective. The following questions will be answered:

- Are there satellite missions in which it makes sense, from a cost perspective, to distribute functionality across several smaller satellites? What preliminary design considerations should satellite manufacturers analyze to benefit from distribution?
- If a group of small satellites were to orbit in a local cluster, what are the propulsion requirements necessary to maintain that formation?
- Is it feasible to scale down a traditional ion engine so that it may be used to maintain cluster formation or as the main propulsion for a swarm of micro-satellites?

This chapter reviews work performed by others on these topics and provides background on the analysis carried out in this thesis.

1.1.1 Cost Modeling of Distributed Satellite Systems
There are currently two satellite systems operated by U.S. agencies to provide atmospheric data for weather forecasting - the DMSP system, operated by the Department of Defense, and the POES system, operated by the Department of Commerce. Both systems are approaching the end of their operational life, and the two departments have issued a common Request for Proposal [1] for the development of the next generation weather satellite system. Its name is NPOESS (National Polar-Orbiting Operational Environmental Satellite System).
The mission of the NPOESS system is to measure and observe atmospheric and space environment data to provide accurate, reliable, and up-to-date Environmental Data Records (EDRs) to central ground stations and field users spread around the world. The NPOESS requirements specify that the instruments should fly in three sun-synchronous orbital planes with nodal crossing times of 5:30 am, 9:30 am and 1:30 pm.

The measurement of the EDRs specified in the RFP require twelve instruments on each orbital plane, three of which are considered critical. A satellite carrying a primary instrument must be, by definition, replaced if that instrument fails. Distributing the primary instruments across several smaller satellites may increase the reliability of the satellites and thus the system. This increased reliability may reduce the number of spares required thereby reducing the cost of the system. The three primary instruments and the distribution configurations examined in this thesis are shown in Figure 1.1-1.

![Cluster Configurations Analyzed](image)

**Figure 1.1-1** Cluster Configurations Analyzed

### 1.1.2 Analysis of Cluster Missions

Future satellite missions may be composed of several satellites flying in formation rather than a single larger satellite. Clusters of satellites may be employed to increase the reliability of the system, form a large sparse aperture, or simply to provide greater coverage of an area. In each case, a propulsion system will be required to maintain the formation in addition to normal station-keeping.
Jansen [2] reviewed the accelerations experienced by satellites orbiting in a formation. In particular, he examined phase control at all altitudes, creation of “designer” orbits for electrically propelled vehicles as well as formation flying of local satellite clusters. Figure 1.1-2 depicts a cluster of satellites forming a sparse aperture for high resolution imaging.

![Figure 1.1-2. Satellite Cluster Formation](image)

Future spacecraft may employ microthrusters for missions requiring precise, low-thrust firings. These missions may include precision station-keeping of separated spacecraft forming a large sparse aperture, control of large flexible structures such as deployable antennas or solar arrays, or as the main propulsion system for microsatellites. These missions indicate a need to greatly reduce thrust, size and power from those of current engines and associated hardware. Additionally, new manufacturability and materials problems associated with the very small scales must be overcome.

### 1.1.3 Modeling Performance of Micro Ion Engines

Before detailing the models used to predict the performance of ion engines, it would be helpful to review the operation of the thruster. As shown in Figure 1-3, ion engines are cylindrical chambers with diameters typically ranging from 5 - 30 cm. Ring magnets are placed so as to create an appropriately shaped magnetic field within the chamber. A neutral gas, such as xenon, is fed into the discharge chamber. Electrons are injected from a cathode and travel within the chamber until they collide with a neutral atom to create an ion or until they reach an anode. The electrons tend to spiral around the field lines increasing the likelihood that a collision does occur. At the chamber exit, a grid system is used to set up a potential difference. Any ions in
the neighborhood of the grids will be accelerated across the potential difference forming an ion beam and thus thrust. The ion beam is neutralized by an exactly opposite charge of electrons collected by the anode.

Brophy and Wilbur [3] developed a model to predict the performance of ring cusp ion thrusters. The model is based on conservation of mass, charge, and energy. The result is a single algebraic equation formulated in terms of the average energy expended in producing ions in the discharge plasma and the fraction of these ions extracted in the beam. The average plasma ion energy can be found as a function of propellant utilization given geometric design parameters of the thruster and the type of propellant.

Although Brophy’s model is very simple, determining the energy expended in producing ions and the fraction of these ions that reach the beam is not as simple. Arakawa [4] developed a computer algorithm to calculate those parameters. The algorithm calculates the magnetic field in the discharge chamber, follows the path of electrons along the field lines, determines the distribution of ions, and then inputs this information into Brophy’s algebraic equation to determine thruster performance.
The ability to predict ion engine performance is important for two reasons. First, it allows one to examine how performance changes as the size of the chamber is scaled down several orders of magnitude. It also allows one to predict the performance of new concepts. One concept is for a micro-machined ion propulsion system put forth by members of the Jet Propulsion Laboratory [5]. The thruster, shown in Figure 1.1-4, consists of several linear discharge chambers situated parallel to each other. Each discharge chamber has dimensions of approximately 100µm X 300µm x 10 cm. The walls separating the discharge chambers are built up from alternating layers of conducting and insulating materials. Contained within these walls is the ion accelerator system which includes the screen grid, and the ion accelerator grid.

Figure 1.1-4. Linear Ion Microthruster Concept

1.2 PREVIEW OF CHAPTERS

- Chapter 2 - Cost and reliability models are developed to analyze the effects of distribution on the National Polar Orbiting Environmental Satellite System (NPOESS). Life cycle costs are calculated for three instrument distribution configurations. Critical technologies necessary for deploying distributed satellite systems are identified. Considerations satellite manufacturers would need to follow in preliminary design trades between traditional large satellites and distributed satellites are presented.

- Chapter 3 - An analysis of the station-keeping requirements of a distributed satellite formation known as a local cluster is carried out. First, a determination of the tolerances to which the individual spacecraft must maintain relative position is made. Next, these tolerances are related to the required thrust level, specific impulse, efficiency, etc., of the station-keeping
thruster. Having examined the characteristics of thrusters required by distributed satellite systems, the rest of this thesis examines the performance of ion microthrusters.

- Chapter 4 - The derivation of the model used to predict the performance of ion thrusters is laid out. Brophy’s model is derived from conservation of mass, energy, and charge principles. Fundamentals of Arakawa’s algorithm, the computer code which implements Brophy’s model, are described.

- Chapter 5 - Arakawa’s algorithm is used to examine the effect on performance of scaling a traditional 7cm cylindrical ion engine down three orders of magnitude. Simulations with no magnetic field, a constant magnetic field, and a magnetic field varying inversely proportional with chamber size are run. Factors influencing performance as scale is reduced are identified.

- Chapter 6 - Arakawa’s algorithm is modified to analyze a linear ion microthruster concept. The linear concept’s design is optimized with respect to the number of chambers and chamber geometry.

- Chapter 7 - The questions addressed and answers provided by this thesis are summarized. Conclusions from both a policy and technical perspective are identified.

1.3 SUMMARY
The purpose of this chapter has been two-fold. 1) To provide an introduction to the questions addressed in this thesis and 2) to outline the procedure for how these questions will be answered. Background information on the NPOESS mission, satellite cluster propulsion requirements, and models used to predict ion engine performance was discussed. The topics of the chapters in this thesis were also previewed.

References
Chapter 2
To Distribute or Not To Distribute: A Policy Analysis

The previous chapter provided background on the topics to be discussed in this thesis. This chapter presents a policy analysis of the NPOESS mission deployed as a distributed satellite system. A model is developed to compare the costs of deploying a satellite mission as a distributed system versus a traditional single satellite. It also details the considerations satellite manufacturers must take into account when deciding whether to deploy satellites in a distributed system. For the total design of the NPOESS mission as a distributed system, see the MIT design report [1]. A greatly extended review of tradeoffs and considerations regarding distributed satellite systems can be found in the book chapter by Shaw and Yashko [2].

2.1 INTRODUCTION TO DISTRIBUTED SYSTEMS

There are many reasons why a distributed architecture is well suited to some space applications. Unfortunately the arguments for or against distribution are fraught with subjectivity and firmly entrenched opinions. It currently seems that most of the satellite design houses in the country are internally split between the proponents and opponents of distribution. Each camp supports one side of the debate vehemently and can find a seemingly endless stream of supporting arguments to back their claims. The “radicals” claim that the development of large constellations of small satellites leads to economies of scale in manufacture and launch, reducing the initial operating costs. They also expound that the system becomes inherently more survivable due to the in-built redundancy. Conversely, the “traditionalists” debunk these arguments, reminding everyone that you can’t escape the need for power and
aperture on orbit, and that building even 100 satellites does not imply significant bulk-manufacturing savings. They assert that the lifetime operating costs for large constellations will far outweigh the savings incurred during construction and launch.

In fact, most of the statements made by both sides are true, but only when taken in context. Clearly a distributed architecture is not the panacea for all space applications. It is tempting to get carried away with the wave of support that the proponents of distributed systems currently enjoy. Care must be taken to curb this blind faith. Also best avoided is the naive, but commonplace application of largely irrelevant metaphors supporting the adoption of distributed systems; the unerring truth that ants achieve remarkable success as a collective is really not an issue in satellite system engineering!

2.2 CONSIDERATIONS FOR IMPLEMENTING DISTRIBUTED SATELLITE SYSTEMS

There are some factors that are critical to the design of a distributed architecture that were irrelevant to the design of traditional systems. Depending on the application, these issues may be minor hurdles, or could be so prohibitive that the adoption of a distributed architecture is unsuitable or impossible. Some of the important considerations, characteristic of all distributed architectures, and particular to small- and microsatellite designs are presented here.

The distribution of system functionality among separate satellites means that the system is essentially transformed into a modular information processing network. One beneficial aspect of modularization comes from an improved fault-tolerance. System reliability is by nature hierarchical in that the correct functioning of the total system depends on the availability of each of the subsystems and modules of which the system is composed. Early reliability studies [3] showed that the overall system reliability was increased both by applying protective redundancy at as a low a level in the system hierarchy as was economically and technically feasible, and by the functional separation of subsystems into modules with well-defined interfaces at which malfunctions can be readily detected and contained. Clearly, subdividing the system into low-level redundant modules leads to a multiplication of hardware resources and associated costs. However, the impact of improved reliability over the lifetime of the system can outweigh these extra initial costs.
There are additional factors supporting modularization that are specific to satellite systems. The baseline costs associated with a system of small satellites may be smaller than for a larger satellite design. Of even greater impact is the lower replacement costs required to compensate for failure. A modular system benefits not only because a smaller replacement component has to be constructed, but also because of the huge savings in its deployment.

All of these factors suggest that a system should be separated into modules that are as small as possible. However, there are some distinct disadvantages of low-level modularization that must be considered. The most important of these are the costs and low reliability associated with complexity.

2.2.1 Complexity

The complexity of a system is well-understood to drive the development costs and can significantly impact system reliability. In many cases, complexity leads to poor reliability as a direct result of the increased difficulty of system analyses; failure modes were missed or unappreciated during the design process. For a system with a high degree of modularity, these problems can offset all of benefits discussed above.

Although each satellite in a distributed system might be less complex, being smaller and having lower functionality, the overall complexity of the system is greatly increased. The actual level of complexity exhibited by a system is difficult to quantify. Generally, however, it is accepted that the complexity is directly related to the number of interfaces between the components of the system. Although the actual number of interfaces in any system is architecture specific, it is certainly true that a distributed system of many satellites has more interfaces than a single satellite design. Network connectivity constraints mean that the number of interfaces can increase geometrically with the number of satellites in a distributed architecture. This is an upper bound; systems featuring satellites operating in parallel with no inter-satellite communication (defined as collaborative systems) exhibit linear increases in interfaces with satellites. The complexity of a distributed system is therefore very sensitive to the number and connectivity of the separate modules.
2.3 MODELING DISTRIBUTED SATELLITE SYSTEMS

In 1996, a request for proposals (RFP) was issued for the next generation National Polar Orbiting Environmental Satellite System (NPOESS) [4]. This provided an opportunity to examine the merits of deploying NPOESS with functionality distributed across several smaller satellites. The nodal crossing time requirements of the RFP dictate that the NPOESS space segment consist of three orbital planes. There is no a priori reason, other than co-registration requirements, that all sensors in the plane must be located on a single satellite. In fact, locating all sensors on a single satellite reduces the reliability of the satellite since failure of any of the several primary sensors would require replacement of the entire satellite. It may be possible then, to increase the reliability and reduce the lifetime cost of the NPOESS space segment by distributing the sensors across several smaller satellites orbiting as a cluster. This chapter describes the model developed to examine several candidate cluster configurations to determine the effect that distributing the primary sensors has on total lifetime costs.

2.3.1 Model Overview

The methodology of the reliability / cost model is shown in Figure 2-1. The number of satellites in each plane along with the types of sensors on each satellite are chosen as primary inputs to the model. In addition, the bus design life, bus reliability, sensor reliability, mission life, learning curve percent, and a term known as the level of similarity (LOS) must be included. For configurations where instruments are distributed across several spacecraft, the buses would be similar but not identical. The level of similarity, ranging from 0 to 1, is a measure of how similar the buses are so that costs may be shared where appropriate. Probability of bus failure is assumed to be 100% at the end of the bus design life due to exhaustion of expendables, failure of batteries, or insufficient power due to solar array degradation.
Bus subsystem characteristics are estimated from payload mass and power using estimates based on a regression of data from 15 previous Department of Defense communication, navigation, and remote sensing missions. With the bus and payload information, the reliability of each spacecraft type can be calculated. Failure rates, and therefore an expected deployment schedule, for each satellite type follow from the spacecraft reliability. Parametric costs models can then be used to estimate the cost of the sensors and the spacecraft bus based upon the estimated subsystem mass and power requirements. Knowing the number of satellites deployed and their expected launch date, the total cost over the system’s mission life can be calculated factoring in learning curve effects and discounting to current year dollars. The details of this model are described in subsequent sections of this chapter.

2.3.2 Payload Cost Model
An estimate of the cost of each sensor was calculated using the Goddard Space Flight Center (GSFC) Multi-Variable Instrument Cost Model. The GSFC instrument cost model generates a cost estimate to develop and produce the first unit from a regression of sensor type, mass, power and data rate for 186 existing instruments. An additional factor is included to account for the level of technology in the year the instrument was developed. The cost to procure the sensor is assumed to be 50% of the prototype cost. The parametric relationship used to estimate the prototype cost of the instrument (FY97$M) is
\[ \text{COST} = 0.576\left(0.453\text{MASS}^{0.421}\right)\left(\text{PWR}^{0.177}\right)\left( (\text{YR} - 1960)^{-0.111}\right)\left(\text{DRT}^{0.048}\right)\left(\text{FAM}^{1.028}\right)\left(\text{CLS}^{0.928}\right) \]  

(2-1)

where 
- MASS = instrument mass (kg)
- PWR = instrument power (W)
- DRT = instrument data rate (kbps)
- YR = year launched
- FAM = mission family
- CLS = instrument class

Valid ranges for instrument mass, power, data rate and launch year are 2.2 to 6847.5 kg, 0.6 to 2000 W, 0.008 to 85000 kbps, and 1965 to 1989 respectively. In general, it is not advisable to extrapolate more than 25% beyond a parameter’s range [5]. It should be mentioned that the NPOESS sensors, which were assumed to consist of 1997 technology, represent an extrapolation of 29% beyond the range. Values for the instrument class, CLS, and mission family, FAM, are listed in Table 2-1. All sensors used onboard NPOESS satellites were assigned a Mission Family designation of “Normal (Earth resource sat)”. Table 2-2 lists the Instrument Class and designation of each of the sensors. For suites consisting of sensors belonging to more than one instrument class, an average CLS value was used. GPSOS and S&R, which do not specifically belong to one of the GFSC model instrument classes were assigned to an RF class with a CLS value of 1.

Table 2-1 GSFC Cost Model CLS and FAM values

<table>
<thead>
<tr>
<th>Instrument Class</th>
<th>CLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma Probe</td>
<td>1.030</td>
</tr>
<tr>
<td>Magnetometer</td>
<td>1.065</td>
</tr>
<tr>
<td>Passive Microwave</td>
<td>1.182</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>1.221</td>
</tr>
<tr>
<td>Mass Measurement</td>
<td>1.270</td>
</tr>
<tr>
<td>Electric Field</td>
<td>1.290</td>
</tr>
<tr>
<td>Active Microwave</td>
<td>1.291</td>
</tr>
<tr>
<td>Interferometer</td>
<td>1.309</td>
</tr>
<tr>
<td>Charge Detection</td>
<td>1.317</td>
</tr>
<tr>
<td>Photometer</td>
<td>1.490</td>
</tr>
<tr>
<td>Laser</td>
<td>1.630</td>
</tr>
<tr>
<td>Radiometer</td>
<td>1.645</td>
</tr>
<tr>
<td>Telescope</td>
<td>2.300</td>
</tr>
<tr>
<td>High Res. Mapper</td>
<td>4.890</td>
</tr>
</tbody>
</table>

Table 2-2 GSFC Cost Model Instrument Class and Designation

<table>
<thead>
<tr>
<th>Sensor Name</th>
<th>Instrument Class</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIIRS</td>
<td>High Resolution Mapper, Radiometer</td>
<td>primary</td>
</tr>
<tr>
<td>CRIS</td>
<td>Radiometer</td>
<td>primary</td>
</tr>
</tbody>
</table>
CMIS | Passive Microwave, Active Microwave | primary
---|---|---
GPSOS | RF | secondary
S&R | RF | secondary
SOBDES | Magnetometer, Plasma Probe, Charge detector | secondary
NCERES | Radiometer | secondary
TOMS | Spectrometer | secondary
Altimeter | Radiometer | secondary
DIDM | Electric Field Measurement, Mass Measurement, Charge Detector | secondary
NACRIM | Radiometer | secondary
ABIS | Radiometer | secondary
SUVPHO | Photometer | secondary
ARGOS | Radiometer | secondary

### 2.3.3 Satellite Bus Cost Model

Space segment costs were estimated using the U.S. Air Force (USAF) Unmanned Spacecraft Cost Model v5 [6]. This model utilizes parametric cost estimating relationships (CER) derived from past satellite programs based on major subsystem characteristics such as mass, power, and data rate. These subsystem parameters were estimated using average values, listed in Table 2-3, of 15 previous Department of Defense communications, navigation, and remote sensing satellite missions. Payload mass and power are known given the sensors required to measure the environmental data records. The dry mass of the spacecraft bus along with the individual subsystem masses can then be estimated.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>% of spacecraft dry mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payload</td>
<td>28.0</td>
</tr>
<tr>
<td>Structures</td>
<td>21.0</td>
</tr>
<tr>
<td>Thermal</td>
<td>4.5</td>
</tr>
<tr>
<td>Power</td>
<td>30.0</td>
</tr>
<tr>
<td>Telem, Tracking, Control</td>
<td>4.5</td>
</tr>
<tr>
<td>Attitude Control</td>
<td>6.0</td>
</tr>
<tr>
<td>Propulsion</td>
<td>6.0</td>
</tr>
</tbody>
</table>

In addition, the average spacecraft power and required array power can be estimated from the total payload power (Watts) as follows.

\[
P_{\text{avg}} = \frac{P_{\text{payload}}}{0.3}
\]  

(2-2)
$P_{array} = 1.33P_{avg}$ \hspace{1cm} (2-3)

The subsystems' mass and power can be used to estimate the subsystems' research, development, test and evaluation (RDT&E) and theoretical first unit (TFU) cost according to the CER's shown in Table 2-4.

Table 2-4 USAF Unmanned Spacecraft RDT&E and TFU CERs

<table>
<thead>
<tr>
<th>Cost Component</th>
<th>Parameter, X</th>
<th>Applicable Range</th>
<th>RDT&amp;E CER (FY97$k)</th>
<th>TFU CER (FY97$k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure/Thermal Mass (kg)</td>
<td>7 - 428</td>
<td>3102 + 888.8X$^{0.05}$</td>
<td>0.0 + 101X$^{0.05}$</td>
<td></td>
</tr>
<tr>
<td>TT&amp;C Mass (kg)</td>
<td>4 - 112</td>
<td>2297 + 234X</td>
<td>109 + 193X$^{0.33}$</td>
<td></td>
</tr>
<tr>
<td>Attitude &amp; Reaction Control Dry Mass (kg)</td>
<td>25 - 170</td>
<td>1099 + 3913X</td>
<td>-428 + 219X$^{0.73}$</td>
<td></td>
</tr>
<tr>
<td>Power * EPS Mass x BOL Pwr (kgW)</td>
<td>2734 + 0.0417X</td>
<td>1985 + 0.0213X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software</td>
<td>kLOC</td>
<td>N/A</td>
<td>664 x kLOC</td>
<td>N/A</td>
</tr>
<tr>
<td>Aerospace Ground Equipment</td>
<td>RDT&amp;E + TFU Hardware Costs ($k)</td>
<td>23531 - 285576</td>
<td>0.0 + 0.13X</td>
<td>N/A</td>
</tr>
<tr>
<td>Program Level Satellite Hardware Cost ($k)</td>
<td>34012 - 267347</td>
<td>0.0 + 0.36X</td>
<td>0.0 + 0.39X</td>
<td></td>
</tr>
<tr>
<td>Launch Ops &amp; Orbital Support Wet Mass (kg)</td>
<td>210 - 1345</td>
<td>N/A</td>
<td>0.0 + 2.95X</td>
<td></td>
</tr>
</tbody>
</table>

* from USAF Unmanned Spacecraft Cost Model v.6

The space segment was assumed to have a minimum impact on existing ground stations regardless of the number of satellites in the configuration. Communications subsystems and satellite configuration were designed to accommodate existing ground stations and field user capabilities. Major ground stations should need to utilize two or three of their existing antennas to communicate with the space segment. Moreover, the duration of satellite data transmission should not excessively burden ground stations. The deployed field users require only a single standard issue antenna for any of the proposed configurations. Based upon these assumptions and because costs vary widely, the cost of ground stations was not considered in the configuration trade.

The cost to launch each satellite was determined by examining the vehicles capable of being launched from Vandenberg Air Force Base (VAFB) listed in Table 2-5. The wet masses of the satellites were compared to the launch capacities of the available vehicles. For the scenario in which each plane contains a cluster of more than one satellite type, as many satellites as possible were placed on a launch vehicle during initial deployment of the system. It must be kept in mind that the final launch into a plane may not need to carry as many satellites as the previous
launches. For example, if a plane contains a cluster of three small satellites and the launch vehicle is capable of carrying two satellites at once, then the second launch of the initial deployment into that plane would carry only one satellite. Thus, the final initial deployment launch into a plane and any launch to replace a failed satellite may occur on a different launch vehicle. The chosen launch vehicle is the one that minimizes launch costs given the wet masses of the satellites.

Table 2-5 Launch Vehicle Costs and Capacities

<table>
<thead>
<tr>
<th>Launch Vehicle</th>
<th>Capacity to SSPO (kg)</th>
<th>Cost / Launch (97 M$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMLV II</td>
<td>1210</td>
<td>21</td>
</tr>
<tr>
<td>Taurus XL</td>
<td>1150</td>
<td>38</td>
</tr>
<tr>
<td>Titan II S</td>
<td>3028</td>
<td>36</td>
</tr>
<tr>
<td>Delta II 7925</td>
<td>3175</td>
<td>60</td>
</tr>
<tr>
<td>Titan IV</td>
<td>13364</td>
<td>300</td>
</tr>
</tbody>
</table>

2.3.4 Similarity Factor

The RDT&E cost for each satellite type can be calculated using the USAF unmanned spacecraft cost model described in Section B-2. In the case where there is more than one satellite type, a separate RDT&E cost would be calculated for each type. Because there are some similarities between the buses, each satellite type would not have to bear the full development cost of a stand alone program. The level of similarity, LOS, ranging from 0 to 1 indicates the commonality among the different bus types. A LOS equal to 1 represents identical buses. A LOS equal to 0 indicates that no RDT&E costs are shared among the different bus types.

A similarity factor, SF, by which the stand-alone RDT&E cost of satellite bus type b is multiplied to reflect its true RDT&E cost in conjunction with other similar buses under development, is given by:

$$SF_b = 1 - \left(1 - \frac{RDTE_{avg}}{(RDTE_b)(numbus)}\right)LOS$$

(2-4)

where numbus = number of different bus types
RDTE_{avg} = average stand-alone RDT&E cost of all bus types
RDTE_b = stand-alone RDT&E cost of bus type b

2.3.5 Learning Curve And Discounting

Two additional considerations must be taken into account when determining the costs over the system’s life. The learning curve is a method to account for the productivity
improvements as a larger number of satellites are produced. Included in this concept are cost reductions due to economies of scale, set-up time, and human learning as the number of satellites produced increases. The cost to produce the next unit of satellite type \( b \) is given by

\[
P_{costb} = TFU_b\left[N_b + (N_{tot} - N_b)LOS\right]^D - TFU_b\left[(N_b - 1) + (N_{tot} - N_b)LOS\right]^D
\]  

(2-5)

where

- \( N_b \) = number of satellite bus type \( b \) produced including current unit
- \( N_{tot} \) = total number of all bus types produced including current unit
- \( D = 1 - \frac{\ln(100\%/S)}{\ln 2} \)
- \( S \) = slope of the learning curve (%)
- \( TFU \) = theoretical first unit cost

The LOS term is included to allow for reductions in the production cost of a bus type due to the production of other similar, yet not identical, bus types. The learning curve slope, \( S \), represents the percentage reduction in cumulative average production cost when the number of satellites produced is doubled. A 95% learning curve slope was applied to production of satellite buses. When calculating the expected replacement costs, the next unit is represented by the probability of needing to build a satellite bus in order to maintain required number of spares.

The year each satellite is launched can be determined from the deployment schedule discussed in the next section. The production cost of each satellite is assumed to be distributed over a three year period prior to the launch date. 20% of the cost is incurred two years before launch, 30% is incurred the year before, and 50% is incurred during the year of the launch [7]. Furthermore, the cost is discounted to constant 1997 dollars by multiplying the cost in each year by the factor

\[
P_V = \frac{1}{(1 + d)^{n-1}} \]

(2-6)

where

- \( n \) = the year the cost is incurred (relative to the constant dollar year)
- \( d \) = discount rate

2.3.6 Replacement Model

The failure of the spacecraft, and therefore its replacement schedule, is a function of the reliability of the spacecraft. Because a spacecraft must be replaced if any of its
primary instruments fail, this model assumes that the reliability of the spacecraft is related to the reliability of the bus and primary sensors as follows:

\[
R_{s/c} = R_{bus} \prod_{i=1}^{types} \left(1 - (1 - R_i)^{N_i}\right)
\]  
(2-7)

where

- \( R_{s/c} \) = reliability of spacecraft
- \( R_{bus} \) = reliability of bus
- \( R_i \) = reliability of primary instrument \( i \)
- \( N_i \) = number of primary instruments of type \( i \) on spacecraft
- \( types \) = number of different types of primary instruments on spacecraft

It is required that a 99% confidence of achieving 95% availability be met. A Monte Carlo simulation of the mission was used to calculate failure densities at a given time. These failure densities are then used to determine the number of spares required to meet the confidence and availability requirements. For example, if the probability of three satellites failing in the time it would take to build another satellite was greater than 1%, then three spares would be required.

2.4 RESULTS OF CLUSTER CONFIGURATION ANALYSIS

The reliability/cost model is used to determine satellite configurations which best meet the measures of effectiveness. Figure 2-2 shows the three candidate cluster configurations that were analyzed. Three primary instruments, VIIRS, CMIS, and CrIS, are required for the mission. Details of these instruments are discussed in reference 1. Two cluster configurations examined consisted of the three instruments placed either all on a single satellite (configuration 1) or each on one of three smaller satellites (configuration 3). Another configuration, in which an additional primary sensor is added to the single satellite for redundancy (configuration 2), was also examined.
For configurations consisting of more than one satellite, the secondary instruments were distributed among the satellites in such a way as to balance payload mass and power requirements. This implies a fairly standard design and a high level of similarity amongst the buses. Table 2-6 lists the sensors along with their respective mass, power and cost characteristics for each configuration shown in Figure 2-2.

### 2.4.1 Cost Breakdown for Cluster Configurations

Using these payload values, the spacecraft mass and power characteristics can be found using the relationships described in Table 2-3 and Equations 9 through 9). These spacecraft mass and power values are listed in Table 2-7 for each configuration.

Table 2-8 and Table 2-9 list the subsystem costs for the 1 sat / 1 set, 1 sat / 2 set and 3 sats / 1 set configurations. These values were estimated using the CER’s in Table 2-4. The total RDT&E cost for the 3 sats / 1 set configuration must be multiplied by the similarity factor as calculated by equation \[ \text{equation} \].

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Mass</th>
<th>Power</th>
<th>Cost</th>
<th>1 sat / 1 set</th>
<th>1 sat / 2 sets</th>
<th>3 sats / 1 set</th>
</tr>
</thead>
</table>

Table 2-6 Distribution of sensors for cluster configurations
<table>
<thead>
<tr>
<th>Name</th>
<th>(kg)</th>
<th>(W)</th>
<th>($M)</th>
<th>1 set</th>
<th>2 set</th>
<th>sat 1</th>
<th>sat 2</th>
<th>sat 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIIRS</td>
<td>132</td>
<td>215</td>
<td>22.4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMIS</td>
<td>178</td>
<td>208</td>
<td>8.7</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CrIS</td>
<td>68</td>
<td>82</td>
<td>7.1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPSOS</td>
<td>9</td>
<td>13</td>
<td>1.2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>S&amp;R</td>
<td>82</td>
<td>88.8</td>
<td>3.5</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SOBEDS</td>
<td>5</td>
<td>5.6</td>
<td>1.1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NCERES</td>
<td>40</td>
<td>35</td>
<td>3.8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOMS</td>
<td>33</td>
<td>25</td>
<td>2.9</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altimeter</td>
<td>53</td>
<td>113</td>
<td>5.3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NACRIM</td>
<td>39</td>
<td>35</td>
<td>3.4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABIS</td>
<td>15</td>
<td>7</td>
<td>1.8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUVPH</td>
<td>8</td>
<td>10</td>
<td>1.4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARGOS</td>
<td>71</td>
<td>62.4</td>
<td>5.0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2-7 Spacecraft mass and power characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>1 sat / 1 set</th>
<th>1 sat / 2 sets</th>
<th>3 sats / 1 set</th>
<th>3 sats / 2 sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry mass (kg)</td>
<td>2617</td>
<td>3967</td>
<td>955</td>
<td>940</td>
</tr>
<tr>
<td>Wet mass (kg)</td>
<td>2647</td>
<td>3997</td>
<td>985</td>
<td>970</td>
</tr>
<tr>
<td>Avg. Power (W)</td>
<td>2999</td>
<td>2999</td>
<td>1191</td>
<td>963</td>
</tr>
<tr>
<td>Peak Power (W)</td>
<td>3989</td>
<td>3989</td>
<td>1584</td>
<td>1281</td>
</tr>
<tr>
<td>BOL Power (W)</td>
<td>5186</td>
<td>5186</td>
<td>2060</td>
<td>1666</td>
</tr>
</tbody>
</table>

Table 2-8 1 sat / 1 set and 1 sat / 2 sets subsystem costs

<table>
<thead>
<tr>
<th>Cost Component</th>
<th>1 sat / 1 set</th>
<th>1 sat / 2 sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RDT&amp;E (FY97$M)</td>
<td>TFU (FY97$M)</td>
</tr>
<tr>
<td>Payload</td>
<td>N/A</td>
<td>68</td>
</tr>
<tr>
<td>Structure/Thermal</td>
<td>38.8</td>
<td>6.9</td>
</tr>
<tr>
<td>TT&amp;C</td>
<td>29.8</td>
<td>16.4</td>
</tr>
<tr>
<td>Attitude Determ.</td>
<td>40.1</td>
<td>10.5</td>
</tr>
<tr>
<td>Reaction Control</td>
<td>29.3</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>RDT&amp;E (FY97$M)</td>
<td>TFU (FY97$M)</td>
</tr>
<tr>
<td>Payload</td>
<td>N/A</td>
<td>105.9</td>
</tr>
<tr>
<td>Structure/Thermal</td>
<td>50.1</td>
<td>9.1</td>
</tr>
<tr>
<td>TT&amp;C</td>
<td>44.0</td>
<td>24.0</td>
</tr>
<tr>
<td>Attitude Determ.</td>
<td>48.5</td>
<td>12.4</td>
</tr>
<tr>
<td>Reaction Control</td>
<td>43.9</td>
<td>11.4</td>
</tr>
</tbody>
</table>
Table 2-9: 3 sats / 1 set subsystem costs
(RDT&E costs must be multiplied by similarity factor)

<table>
<thead>
<tr>
<th>Cost Component</th>
<th>Satellite 1</th>
<th>Satellite 2</th>
<th>Satellite 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RDT&amp;E (FY97$M)</td>
<td>TFU (FY97$M)</td>
<td>RDT&amp;E (FY97$M)</td>
</tr>
<tr>
<td>Payload</td>
<td>N/A</td>
<td>32.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Structure/Thermal</td>
<td>21.5</td>
<td>3.6</td>
<td>21.3</td>
</tr>
<tr>
<td>TT&amp;C</td>
<td>12.3</td>
<td>6.5</td>
<td>12.2</td>
</tr>
<tr>
<td>Attitude Determination</td>
<td>25.2</td>
<td>7.1</td>
<td>25.0</td>
</tr>
<tr>
<td>Reaction Control</td>
<td>11.4</td>
<td>3.8</td>
<td>11.2</td>
</tr>
<tr>
<td>Power</td>
<td>15.8</td>
<td>8.2</td>
<td>14.5</td>
</tr>
<tr>
<td>Software</td>
<td>4.4</td>
<td>N/A</td>
<td>4.4</td>
</tr>
<tr>
<td>Aerospace Ground Equipment</td>
<td>19.1</td>
<td>N/A</td>
<td>19.1</td>
</tr>
<tr>
<td>Program Level</td>
<td>36.5</td>
<td>23.7</td>
<td>35.7</td>
</tr>
<tr>
<td>Launch Ops &amp; Orbital Support</td>
<td>N/A</td>
<td>1.7</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 2-10: Cost Model Assumptions

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor Reliability</td>
<td>0.86 over 7 years</td>
</tr>
<tr>
<td>Mission Life</td>
<td>10 years</td>
</tr>
<tr>
<td>Bus Reliability</td>
<td>0.90</td>
</tr>
<tr>
<td>Launch Vehicle Reliability</td>
<td>0.98</td>
</tr>
<tr>
<td>Bus Level of Similarity (LOS)</td>
<td>0.66</td>
</tr>
<tr>
<td>Discount Rate</td>
<td>6%</td>
</tr>
<tr>
<td>Year of Initial Deployment</td>
<td>2004</td>
</tr>
</tbody>
</table>

2.4.2 Total Mission Costs
The total costs over a 10 year mission life were calculated for each of the three cluster configurations. As shown in Figure 2-3, the costs over the 10 year period are broken up into four categories; namely RDT&E, initial deployment, required spares, and expected replacements. RDT&E cost for the 3 sats / 1 set configuration are those listed in Table 2-9 multiplied by the similarity factor. Initial deployment
includes the development, production, and launch costs for each orbital plane’s original complement of spacecraft. The number of required bus, payload, and launch vehicle spares is derived from the operations model so as to meet required mission availability (95%) with the desired confidence (99%). Expected replacements also flow from the operations model and indicate the number of bus, payload, and launch vehicle units which must be produced during the mission to maintain the required number of spares.

Figure 2-3 shows that the initial deployment cost is least expensive for the 1 sat / 1 set configuration. Adding a redundant sensor to the single satellite configuration greatly increases initial deployment cost in terms of larger bus size, additional instruments, and more expensive launch vehicles. The 3 sat / 1 set configuration, although being launched on a less expensive vehicle, is slightly more expensive than the 1 sat / 1 set configuration due to the duplication of bus subsystems (e.g. power, attitude control, propulsion etc.) and some sensors (e.g. GPSOS) in each orbital plane.

![Figure 2-3 Total costs over 10 year mission life](image-url)
Figure 2-3 also shows that adding a redundant sensor increases the cost as compared to configurations with a single primary instrument. The slight decrease in the failure densities as a result of redundancy does not make up for the expense of additional sensors. It is assumed that periods of one year and two years are necessary to produce a new spacecraft and to procure a new launch vehicle respectively. For the 1 sat / 1 set configuration, there is a 2.9% probability of three failures occurring within one year of each other. Thus three spares and three sets of instruments are required at the beginning of the mission to ensure achievement of mission availability requirements with 99% confidence. Adding redundant instruments to the single satellite lowers this probability of three failures within the year to 1.1%. Therefore the 1 sat / 2 set configuration also requires three spare spacecraft at the beginning of the mission.

Only three launch vehicle spares are required for the 1 sat / 2 set configuration since the probability of four failures within the two years necessary to procure a new launch vehicle drops below 1% with the addition of redundant sensors. The cost savings from needing one less spare launch vehicle is not enough to offset the additional cost of the redundant sensors.

With a full on-orbit complement of nine smaller satellites, the 3 sat / 1 set configuration requires only four spare buses and three spare sets of instruments. This results in a large decrease in the cost of the spacecraft spares as compared to the single satellites configurations. Because there are nine satellites, seven launch vehicle spares must be available to ensure confidence of achieving mission availability. These launch vehicles, LMLV IIs, cost $21 million compared with the $60 million cost to procure spare Delta IIs for the single satellite configuration. Overall, the cost to provide necessary spares is lowest for the 3 sat / 1 set configuration.

Distributing the primary instruments among three satellites significantly increases the reliability of each individual satellite. While this effect was apparent in the number of spares required it also influences the cost of expected replacements procured during the mission life. Higher satellite reliability and lower launch costs to replace the satellites that do fail results in the 3 sat / 1 set configuration having the lowest expected replacement cost. Once again the slight increase in reliability gained from adding redundant primary instruments for the 3 sat / 2 set configuration is outweighed by the higher bus, payload, and, launch costs.
The combined effect of these three categories of cost is shown by the total ten year non-operations costs data in Figure 2-3. The 3 sat / 1 set configuration appears less expensive than the 1 sat / 1 set configuration.

Figure 2-4 displays the same data as in Figure 2-3 although broken down into RDT&E, payload, bus, and launch costs, expended during the 10 year mission.

![Graph showing 10 year non operating cost breakdown](image)

**Figure 2-4 Breakdown of costs over 10 year mission life**

### 2.4.3 Sensitivity of Costs to Instrument Reliability

The sensitivity of the 10 year mission cost to sensor reliability also indicates the best choice. The previous analysis assumed a sensor reliability of 0.86 over 7 years. If, however, the reliability of the sensors were to fall short of the stated goal; for example 0.70 over seven years, the 10 year mission cost for the 3 sat / 1 set and 1 sat / 1 set configurations would be as shown in Figure 2-5. Because the primary instruments are distributed across three satellites, a decrease in their reliability results in only a relatively small increase in cost for the 3 sat / 1 set configuration. Because all of the primary sensors are on a single satellite in the 1 sat / 1 set configuration, a decrease in sensor reliability significantly reduces the overall reliability of that satellite.
leading to a jump of over $500 million in the 10 year mission cost. The more prudent choice to hedge against the risk of a large cost increase due to lower than expected sensor reliability is the 3 sat / 1 set configuration.

Distribution of sensors among several satellites is appropriate when the savings from increased reliability outweigh the increased cost to deploy the distributed system. For satellites designed to a short life (e.g. 3 years), it is more likely that the bus will reach the end of its propellant supply or battery life than for a sensor to fail. Thus, any gains in reliability from distribution are irrelevant and the distributed system costs more over the mission life. Further, distribution is less advantageous for systems with high sensor reliability. As sensor reliability increases, the overall reliability of the 1 sat / 1 set configuration quickly approaches that of the 3 sat / 1 set configuration. The high initial deployment costs of the 3 sat / 1 set configuration can no longer be justified when replacement costs for the 1 sat / 1 set configuration are on par with those of the 3 sat / 1 set configuration.

It should be mentioned that no attempt was made to account for a decrease in the procurement cost for lower reliability sensors. Figure 2-5 indicates that only a small increase in the 3 sat / 1 set mission cost takes place when sensors having a reliability
of 0.7 over 7 years are used. Had the decrease in sensor procurement cost also been factored in, this small increase may have been further reduced.

Table 2-11 summarizes the four candidate cluster configurations’ influence on the measures of effectiveness. Each of the four configurations provide an opportunity for the system to measure required environmental data with necessary co-registration requirements. Because increased schedule risk is due primarily to the use of unproven technologies, the choice of how the sensors are distributed neither significantly increases nor decreases the risk of the schedule slipping. The configurations with the redundant set of instruments were shown to greatly increase cost while minimum cost was achieved by the configurations with only a single set of instruments. Only the 3 sats / 1 set configuration, however, protects against a large increase in cost due to lower than expected sensor reliability.

Table 2-11 Comparison with respect to Measures of Effectiveness

<table>
<thead>
<tr>
<th>Weight Factor</th>
<th>Minimize Cost</th>
<th>Minimize Cost Risk</th>
<th>Minimize Schedule Risk</th>
<th>Provide Opportunity To Meet Schedule Reqs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Sat 1 Set</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>1 Sat 2 Sets</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3 Sats 1 Set</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

- Neutral
- Allows MOE
- Prevents MOE

2.5 OTHER IMPLEMENTATION CONSIDERATIONS

Current levels of automation in satellite systems reflect an incremental evolution that is based on a high level of human involvement. Historically, this has been a result of the desire to reduce risk and due to limited technological capabilities. Due to the dependence on humans to perform tasks, operations costs can make up a significant portion of the life cycle costs for a satellite system [8]. In addition, human error continues to be a major cause of spacecraft anomalies and failures. With the introduction of large constellations or clusters of satellites, some automation of operations will be required to reduce costs while maintaining availability (the probability of meeting system requirements at a given time) [9], [10], [11]. Despite recognition of the need, there is reluctance to automate. The large investments and high risks involved in space ventures has lead to a conservative industry. In addition, the desire to reduce cycle times for new programs also favors significant re-use of proven technologies and thus, low levels of automation.
Figure 2-6 qualitatively represents the cost and availability characteristics of a hypothetical satellite system with respect to an increasing level of automation. As low levels of automation are introduced into the system, the operating costs decrease, principally due to a decrease in the number of human operators (Figure 2-6A). At some point, however, the increases in design and development costs due to software development outweigh the decrease in operation costs.

As shown in Figure 2-6B, availability may decrease, increase, or be unaffected by the level of automation. For tasks that are simple, well understood, or periodic (such as routine station-keeping on a geostationary satellite), availability may increase with increasing automation (Task A). This is true in the cases when human errors are more likely than software errors, or when the impact of unanticipated situations is negligible. For complex, rare, or unexpected functions, availability may decrease as humans are removed from the loop (Task C). This can occur when the automation is unable to resolve problems that could have been resolved by a human or when the automation fails to accurately inform the human of the situation. There may be some functions for which the availability is nearly independent of the level of automation (Task B).

An increase in system availability translates into an increase in revenues for a commercial system, or an increased ability to perform an objective for science or military systems. Thus, the potential for failure can be represented by an opportunity cost which represents revenues forgone as a result of increased system down-time. For commercial systems, the opportunity cost can be added to the development and operations costs to form the life cycle cost. Determination of opportunity costs requires additional data such as the relationship between a particular function and

![Figure 2-6: Effect of Automation on Cost and Availability](image-url)
revenue. For science or military applications, the definition of an opportunity cost may be difficult. In such cases, the development and operations cost would be compared against the availability without attempting to define the life cycle cost. The combination of the two curves Figure 2-6A and Figure 2-6B are represented in Figure 2-6C, showing the overall life cycle cost which is defined as the sum of development, operations, and opportunity costs.

In the example of Figure 2-6, there exists an optimum level of automation at which life cycle cost is minimized. Due to the complexity of the satellite system, a methodology is needed that can model the effect that automation has on costs and system availability. Such tools would enable system engineers to identify those functions that should be automated.

Constellations of satellites introduce a twist in the automation trade since automation is usually associated with high non-recurring costs. As the level of automation increases, operations costs are expected to decrease, and development costs are expected to increase. As the number of satellites increases for a given level of automation, the operations costs will increase linearly. Development costs, however, will lag a linear relationship due in part to a learning curve, and in part to the much lower recurring costs of automation relative to the non-recurring cost. Thus, functions which are not suitable for automation for a single satellite may be desirable for a constellation. In fact, crossover points can be identified which define constellation sizes over which certain levels of automation are optimal.

Constellations of microsatellites will likely contain a very large number of satellites in order to perform a useful mission. As discussed above, for a given level of automation, as the constellation size increases, operations costs will scale linearly while development costs will take advantage of economies of scale. Therefore, the operations costs for these large constellations will dominate the life cycle costs, and high levels of automation will be required for many functions.

2.6 SUMMARY AND CONCLUSIONS
A distributed architecture makes sense if it can offer reduced cost or improved performance. Functional requirements specify minimum levels of acceptable performance, and include resolution, rate, integrity and availability requirements.
Viable systems must satisfy these requirements throughout their lifetime. Compensation must be made following failures that cause a violation of requirements. “Improved Performance” thus relates to the ability of the system to satisfy requirements with a higher probability. “Reduced Cost” corresponds to lower lifetime costs that include the expected failure compensation costs. Because the performance requirements, and the associated probability of satisfying them, are embedded in its calculation, lifetime cost is a useful metric for architecture analysis.

Distribution can offer improvements in isolation (resolution), rate, integrity and availability. The improvements are not all-encompassing, and in many cases are application specific. Nevertheless, it appears that adopting a distributed architecture can result in substantial gains compared to traditional deployments. Some of the more important advantages that distribution may offer are:

- Improved resolution corresponding to the large baselines that are possible with widely separated antennas on separate spacecraft within a cluster.
- Higher net rate of information transfer, achieved by combining the capacities of several satellites in order to satisfy the local and global demand.
- Improved availability through redundancy and path diversity. Frequently, the cost of adding a given level of redundancy is less for a distributed architecture.
- Lower failure compensation costs due to the separation of important system components among many satellites; only those components that break need replacement.

There are some problems, specific to distributed systems of small satellites, that must be solved before the potential of distributed architectures can be fully exploited. The most notable of these problems are:

- An increase of system complexity, leading to long development time and high costs
- Inadequacy of the data storage capacity that can be supported by the modest small satellite bus resources
- Difficulty of maintaining signal coherence among the apertures of separated spacecraft arrays, especially when the resolution requirements are high, or the target is highly-dynamic.

The resolution of these issues, and the proliferation of microtechnology, could lead toward a drastic change in the satellite industry. It seems clear that distribution offers a viable and attractive alternative for some missions. Large constellations of hundreds or thousands of small- and micro-satellites could feasibly perform almost all of the missions currently being carried out by traditional satellites. For some of those missions, the utility and suitability of distributed systems looks very promising. More analysis is warranted in order to completely answer the question of where and when distribution is best applied, but the potential prospects of huge cost savings
and improvements in performance are impossible to ignore. It therefore seems inevitable that massively distributed satellite systems will be developed in both the commercial and military sectors. We are living in a time of great changes, and the space industry has not escaped. Over the last few years, “faster, cheaper, better” has been the battle cry of those engineers and administrators trying to instigate changes to improve the industry. “Smaller, modular, distributed” may be their next verse.
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Chapter 3
Thruster Requirements for Local Satellite Clusters

This chapter examines the propulsive requirements necessary to maintain the relative positions of satellites orbiting in a local cluster. Formation of these large baseline arrays could allow high resolution imaging of terrestrial or astronomical targets using techniques similar to those used for decades in radio interferometry. A key factor in the image quality is the relative positions of the individual apertures in the sparse array. The relative positions of satellites in a cluster are altered by “tidal” accelerations which are a function of the cluster baseline and orbit altitude. These accelerations must be counteracted by continuous thrusting to maintain the relative positions of the satellites.

3.1 INTRODUCTION TO CLUSTER MISSIONS

Interferometry has been used for decades to produce images of astronomical objects in radio wavelengths with resolutions rivaling that of ground-based optical systems [1]. This technique, when deployed across a cluster of satellites, may be used to produce high resolution remote sensing images of terrestrial targets from space or provide a platform above the atmosphere for space-based viewing of astronomical objects.

3.1.1 Synthetic Apertures

The diffraction limited ground resolution of typical filled apertures is given by [2]
\[ r_a \approx \frac{\lambda R_s}{b} \quad (3-1) \]

where \( b \) = typical aperture dimension and \( R_s \) = slant range to target.

Equation 3-1 indicates that increasing the aperture size improves the resolving power of the instrument. Aperture size is limited, however, by size and weight constraints of the launch vehicles which place the satellites in orbit. Synthetic Aperture Radar (SAR) can improve resolution at RF wavelengths from Low Earth Orbit (LEO) by utilizing the Doppler shifting of signals to “synthesize” an aperture much larger than the satellite’s filled aperture. Resolutions of SAR systems are given by

\[ r_a = \frac{b}{2} \quad (3-2) \]

where \( b \) is again a characteristic dimension of the filled aperture. Contrary to intuition, equation 3-2 indicates that reducing the filled aperture size improves the resolving power of the radar. At some point, however, aperture temperature, power output, and gain limitations preclude the use of smaller apertures. Table 3-1 lists allowable resolutions for a typical 10 m filled aperture sensing in the optical, infrared (IR), or radio frequency (RF) wavelengths at several altitudes.

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Optical ( \lambda=0.5\mu m )</th>
<th>Infrared (IR) ( \lambda=10\mu m )</th>
<th>Radio (RF) ( \lambda=3\ cm )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000 km</td>
<td>5 cm</td>
<td>1 m</td>
<td>5 m (SAR)</td>
</tr>
<tr>
<td>10,000 km</td>
<td>50 cm</td>
<td>10 m</td>
<td>30 km</td>
</tr>
<tr>
<td>35,768 km</td>
<td>1.8 m</td>
<td>18 m</td>
<td>107 km</td>
</tr>
</tbody>
</table>

### 3.1.2 Interferometry / Sparse Arrays

Another method to increase resolution is interferometry. Interferometers use separate apertures spaced some distance apart to create a sparse aperture as sketched in Figure 3-1.
Interferometers were originally used in radio astronomy to distinguish discrete radio sources from the diffuse background. Synthesis is obtained by observing separately all the interferometer pairs that exist within a large aperture. A chessboard with only two chess pieces may be used as an analogy. All combinations of the pieces on the board must be sampled to recreate a uniform aperture. To accomplish this, the receiving elements are designed to be mobile across the so-called u-v plane. As baselines increased, the rotation of the earth was used to sweep a range of spacings with fixed antennae. Very large baselines composed of widely separated antennae soon made sampling the entire u-v plane impractical. Computer calibration techniques are now commonly used for sparse aperture synthesis.

The position and spacing of the elements is key to the quality of the image produced. The paths traced out by the electro-magnetic waves must be carefully controlled so that the signals may be coherently combined. This tolerance is typically $\lambda/20$. For a regularly spaced array, a positional error of a few wavelengths can cause significant sidelobes, even if the faulty positions are known exactly so that each element can be correctly phased [3]. In cases where the relative positions of the element are not known (such as with random arrays), calibrations can be carried out to improve the quality of the images providing the relative positions do not change from one image to the next. Although routine at RF wavelengths, sparse aperture formation at IR and visible wavelengths is still experimental.
The achievable angular resolution is diffraction limited in accordance with the Rayleigh criterion (Eq. 3-1). The size of the aperture, however, is the maximum linear distance between the individual elements. This distance is known as the baseline, B, so that [4]

\[ \theta_r = \frac{\lambda}{B} \]  

(3-3)

Table 3-2 lists the angular resolution versus sampled wavelengths for four existing interferometers along with the baseline of each system. Although aperture synthesis is well established in the radio spectrum, imaging of astronomical sources with multi-aperture interferometers is just beginning with the construction of the Infrared-Optical Telescope Array (IOTA) at the F.L. Whipple Observatory on Mount Hopkins, AZ. [5]

Table 3-2  Angular resolution of existing interferometers

<table>
<thead>
<tr>
<th>Interferometer</th>
<th>Baseline</th>
<th>(\lambda)</th>
<th>Ang. Resol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLBI</td>
<td>8,500 km</td>
<td>1cm-1m</td>
<td>1e-4” to 1e-2”</td>
</tr>
<tr>
<td>VLA</td>
<td>35 km</td>
<td>1cm-5m</td>
<td>0.1” to 20”</td>
</tr>
<tr>
<td>Westerbrook</td>
<td>3.2km</td>
<td>10cm-1m</td>
<td>5” to 100”</td>
</tr>
<tr>
<td>Merlin</td>
<td>135 km</td>
<td>10cm-1m</td>
<td>0.1” to 1”</td>
</tr>
</tbody>
</table>

Source: Wohllenben [6], Pg 17

3.1.3 Local Satellite Clusters

Forming space-based sparse apertures could be accomplished through the use of a local satellite cluster. Satellites in a local cluster orbit in formations such as those shown in Figure 3-2 and Figure 3-3. Although one or more reference satellites will be in standard Keplerian (ie. inertial) orbits, maintaining the formation will require the other satellites to orbit in planes parallel to the reference orbits. These non-inertial orbits are characterized by either a focus which is not located at the Earth’s center of mass (Figure 3-2), or orbital velocities which do not provide the proper centripetal acceleration to offset gravity at that altitude (Figure 3-3). As expected, the Earth’s gravitation will act to move these satellites into Keplerian orbits. It will be shown that continuous low-level thrusting is required to maintain each satellite’s position.
By coherently adding the signals received by several satellites, the cluster would, in effect, create a sparse aperture many times the size of a real aperture. The sparse aperture’s large size could vastly increase the level of resolution possible. There are several possible advantages of creating a sparse array cluster. For example:

1) Extensive earth coverage could be achieved at GEO with a resolution similar to that of current satellites in LEO.

2) By turning satellites within the cluster “on and off” it may be possible to alter the dimensions of the sparse aperture and thus zoom in on a target detected in a broad, coarse field of view.
The gravitational forces which act on the satellites in non-inertial orbits will now be examined in more detail.

### 3.2 ORBITAL DYNAMICS OF SATELLITE CLUSTERS

#### 3.2.1 Tidal Forces

Figure 3-4 shows the coordinate system for a simple two satellite cluster. Satellite 1 is in an inertial reference orbit at an distance, $R$, from the center of the Earth. Satellite 2’s position relative to satellite 1 is $\hat{r}$.

![Satellite Cluster Coordinate System](image)

The motion satellite 2 with respect to 1 can be found using the linearized equations of relative motion for a circular reference orbit. These equations, known as the Clohessey-Wiltshire equations [7], are

\[
\begin{align*}
\Gamma_x &= \ddot{x} + 2\Omega\dot{z} \\
\Gamma_y &= \ddot{y} + \Omega^2 y \\
\Gamma_z &= \ddot{z} + 2\Omega\dot{x} - 3\Omega^2 z
\end{align*}
\]  

(3-4)
where \( \Omega = \sqrt{\mu / R^3} \).

One would intuitively expect a \( \Gamma_z \) term due to displacements along \( \hat{y} \). It is eliminated by the linearization process in the derivation of equation although it does appear in the full length equations.

\[
\dot{\Gamma} = \begin{pmatrix}
\dot{x} + 2\Omega \dot{z} \\
\dot{y} + \Omega^2 y \\
\dot{z} - 2\Omega \dot{x}
\end{pmatrix} - \begin{pmatrix}
\Omega^2 x \\
\Omega^2 y \\
\Omega^2 (R + z)
\end{pmatrix} \begin{pmatrix} 1 - \frac{1}{C^3} \end{pmatrix}
\]

(3-5)

where \( C = \left(1 + \frac{2z}{R} + \frac{x^2 + y^2 + z^2}{R^2}\right) \).

Section 3 identifies the maximum displacements from the reference orbit that are feasible due spacecraft mass, power, and volume constraints. For those size clusters, this extra \( \Gamma_z \) term is negligible.

Equation when multiplied by the \( m_{s/c} \) describes the required on-board thrusting necessary to produce desired accelerations and velocities relative to some reference satellite in an inertial orbit. Notice that for \( x = y = z = \dot{x} = \dot{y} = \dot{z} = \ddot{x} = \ddot{y} = \ddot{z} = 0 \), reduces to the case of a satellite in a inertial orbit where no thrusting is necessary to maintain its orbit under two-body orbit assumptions.

Even with \( \dot{x} = \dot{y} = \dot{z} = \ddot{x} = \ddot{y} = \ddot{z} = 0 \), \( y \) and \( z \) displacements create “tidal” forces which will tend to move the satellite into an inertial orbit as described by Janson [8]. These tidal forces need to be counteracted by thrusting in order to maintain the cluster. Tidal forces arise from displacements along \( \hat{z} \) because the cluster satellite is constrained to orbit with the same velocity as the reference satellite yet at a different altitude. Thus, unlike the reference satellite, the gravitational attraction of the Earth is not exactly offset by the centripetal acceleration due to the satellite’s circular motion. Displacements along \( \hat{y} \) force the satellite to orbit in a plane parallel to reference satellite. In that case, only a
component of the gravity vector lies in the plane of the orbit. Once again, the centripetal acceleration is not offset by Earth’s gravity. A displacement along $\hat{x}$ can be considered a displacement along $\hat{z}$ occurring at a point further ahead in the reference orbit.

### 3.2.2 Impulsive vs. Continuous Thrusting

To remain within the allowable relative position tolerances discussed previously, the cluster of satellites could use either a series of impulsive thruster firings at regular intervals or apply a lower, continuous thrust.

Consider the case of a satellite displaced along $\hat{y}$ as shown in Figure 3-5. If no thrust were applied in the $y$ direction, the displaced satellite would oscillate around the reference orbit completing one oscillation every orbit. In essence, it would be in an inertial orbit inclined with respect to the reference orbit. This motion relative to the reference orbit would temporarily move the satellite beyond the allowed tolerance for elements of a sparse array. Therefore, the thruster will need to fire an impulse bit which keeps the satellite within the tolerance region.

![Figure 3-5 Impulsive Thrusting Procedure](image)

Figure 3-5 Impulsive Thrusting Procedure
At time $t=0$, halfway between impulse firings, $x = z = \dot{x} = \dot{z} = \ddot{x} = \ddot{z} = \Gamma_x = \Gamma_y = \Gamma_z = 0$.

Equation then reduces to

$$\ddot{y} + \Omega^2 y = 0 \quad (3-6)$$

This undamped linear oscillator has the solution

$$y(t) = y_o \cos(\Omega t) \quad (3-7)$$
$$\dot{y}(t) = -y_o \Omega \sin(\Omega t) \quad (3-8)$$
$$\ddot{y}(t) = -y_o \Omega^2 \cos(\Omega t) \quad (3-9)$$

Then, from equation the time at which the satellite would drift beyond the tolerance limit is

$$t = \frac{1}{\Omega} \cos^{-1}\left(\frac{y_o - \text{tol}}{y_o}\right) \quad (3-10)$$

Figure 3-6 shows the plot of equation at several altitudes. It can be seen from the figure that, at all altitudes, as the required relative position tolerance decreases the time the satellite is able to drift before firing an impulse decreases. The largest value of tolerance/displacement will be for RF sensing sparse apertures in LEO. For an RF cluster satellite sensing at $\lambda = .05m$, tolerances will be on the order of 2.5 mm. At 1000 km altitude and displaced 25m, this tolerance/displacement is $1e-4$. Figure 3-6 indicates that the satellite could drift for 14 seconds. In the optical region, however, allowable drift time is approximately 0.05 seconds.
Assuming that the satellite’s y velocity after the impulse is exactly negative that before the impulse, and that the tidal forces and impulse thrust are constant during the time the impulse is applied, then

\[ \frac{I_B}{m_{s/c}} = 2y_0\Omega \sin(\Omega t) + \left[ y_0\Omega^2 \cos(\Omega t) \right] (\Delta t) \]  

(3-11)

where t is found from equation and \( \Delta t \) is the thruster firing time.

The total impulsive firings during the mission life is then

\[ N_f = \frac{\text{life}}{2t + \Delta t} \]  

(3-12)

Calculating the total impulsive \( \Delta V \) expended over the mission life,

\[ \Delta V = N_f \frac{I_B}{m_{s/c}} \]  

(3-13)

Figure 3-7 compares the \( \Delta V \) expended for continuous thrusting to that of impulse thrusting. The figure shows that for a given displacement, as the tolerance region in
which the satellite can drift increases, only negligible amounts of $\Delta V$ can be saved by using impulsive thrusts. As the tolerances tighten (and the time between impulsive thrusts shortens), the $\Delta V$ expended for a impulsive thrust approaches that expended by continuous thrusting.

![Figure 3-7 Propellant Savings from Impulsive Thrusting.](image)

The previous analysis would indicated that, at the broadest relative position tolerance levels, the maximum time between required impulsive thrusts is on the order of seconds. For optical and infrared wavelengths, this time is on the order of tenths of a second. Further, at these short thrusting intervals, only minimal amounts of propellant savings result from impulsive thrusting. Therefore, continuous thrusting will be assumed for the rest of this analysis.

### 3.2.3 Dynamic Clusters

For the situation where satellite positions are fixed relative to each other, the total $\Delta V$ expended during the satellite's mission life is
\[ \Delta \vec{V} = (\vec{\Gamma})_{\text{life}} \] (3-14)

where \( \vec{\Gamma} \) is the acceleration produced continuously by an on-board propulsive system to counteract tidal forces. Equation (3-14) indicates that the required thrust per unit of spacecraft mass is larger for a satellite stationed at a greater distance from the reference orbit. From equation (3-14) for a given mission life, a satellite stationed far from the reference orbit will consume more fuel than a satellite stationed closer. It may be desirable, therefore, to rotate the positions of the satellites during their life as a means of distributing the fuel consumption amongst all the satellites in the cluster.

Consider the case, illustrated in Figure 3-8, where the satellites in a cluster continually rotate in a circular pattern relative to the reference satellite. Figure 3-8 shows only two of the many satellites comprising the cluster. This is one of many possible methods by which satellites in a cluster change position, but it serves well as an example of a “dynamic cluster”.

![Figure 3-8 Dynamic Cluster Formation](image)

For this situation,

\[
\begin{align*}
x &= r \sin(\theta) \\
y &= r \cos(\theta) \\
z &= 0
\end{align*}
\] (3-15)

By substituting the relations from equation (3-14), equation (3-15) becomes
\[
\begin{align*}
\Gamma_x &= -r\dot{\theta}^2 \sin \theta \\
\Gamma_y &= -r \cos \theta \left( \Omega^2 + \dot{\theta}^2 \right) \\
\Gamma_z &= 2r(\cos \theta)\Omega \dot{\theta}
\end{align*}
\] (3-16)

where \( \Omega = \sqrt{\mu/R^3} \).

It can be seen from equation 3-16 that the required thrust levels of a satellite in a dynamic cluster are a function of the cluster radius, \( r \), the cluster's reference altitude, the position of the satellite, \( \theta \), as well as the rate at which the satellite rotates about the reference satellite, \( \dot{\theta} \). Figure 3-9 shows \( \Delta V \) expended by all satellites in the example dynamic cluster can be as low as 54% that expended by a satellite at the far edge of a static, non-rotating cluster.

![Figure 3-9 Reduction in Cluster Maintenance \( \Delta V \)](image)

As the number of rotations about the reference satellite increases beyond about 1/3, the \( \Delta V \) ratio begins to increase again because the satellite is spending more time displaced further from the reference orbit along \( -\hat{y} \). At a rate of 1 rotation during the mission, the \( \Delta V \) expended is about 65% that of the worst case satellite in a static cluster. The \( \Delta V \) ratio levels off at this value for more than 5 rotations during the mission. Although not
shown in Figure 3-9, as the rotation rate is increased further, the ΔV required just to maintain the circular motion around the reference satellite begins to dominate. At rate of a few hundred rotations during the mission, the ΔV ratio increases above unity indicating it is no longer beneficial to rotate the cluster satellites.

It should be stated that a sparse aperture might be formed using a constellation of satellites rather than a local cluster, depending on whether the positional tolerance problem could be solved. For that situation, all satellites would orbit in inertial orbits and the sparse aperture would be formed using whatever satellites are available as they fly over the region of interest. The ΔV for maintaining that “sparse aperture” would be zero. The analysis throughout the rest of this paper, however, is focused only on the requirements of maintaining a local static cluster.

3.3 PROPULSION SYSTEM REQUIREMENTS

Based on the acceleration levels presented in section 2, the propulsion system requirements to maintain a local satellite cluster can be calculated. The feasible range of specific impulse and efficiency, constrained spacecraft mass, volume and power considerations, is the primary characteristic to be determined.

3.3.1 Current Thruster Characteristics

Two classes of propulsion, chemical and electric, are currently used as station-keeping thrusters on-board spacecraft. These two classes along with ranges of specific impulse and efficiency can be displayed graphically as shown in Figure 3-10. These ranges reflect some technology extrapolations appropriate for the next 5 to 10 years. For example PPT efficiencies are currently around 10% but work is under way which aims to extend them beyond 20%. This format will be used as a template for a comparison of current thruster capabilities to those required for maintaining cluster formations. It is important to point out that Figure 3-10 simply shows the range of Isp vs. η. If a local
cluster formation requires a combination of \( Isp \) and \( \eta \) which falls within the shaded box, there is no guarantee a thruster with those characteristics exists. However, if the cluster satellite needs a combination of \( Isp \) and \( \eta \) which does not fall within a shaded box, then it can be said that no current thruster exists which is able to meet those requirements.

![Current Thruster Capabilities](image)

**Figure 3-10  Current Thruster Capabilities [9], [10]**

### 3.3.2 Methodology

In determining the feasible range of thruster \( Isp \) and \( \eta \) necessary to maintain a local satellite cluster, the following assumptions were made:

- The satellites operate as a static cluster maintaining a fixed displacement normal to the reference orbit.
- \( Isp \) and \( \eta \) are the same for all thrusters used in cluster maintenance and station-keeping.
- Thrust levels of each thruster are constant during the life of the mission.
- Any cluster maintenance and station-keeping maneuvers are performed continuously.
- The spacecraft and propellant tanks are spherical.
• Spacecraft total mass is constant throughout the life of the mission.
• An additional 50m/s of propellant per year is allocated for traditional station-keeping requirements.

A spacecraft displaced a given distance from the reference orbit using a thruster operating at a given $\eta$ and $I_{sp}$ must satisfy the following three design constraints.

$$\frac{D_{\tan k}}{D_{s/c}} < \left( \frac{D_{\tan k}}{D_{s/c}} \right)_{\max}$$

$$\frac{m_p + m_{pp}}{m_{s/c}} < \left( \frac{m_p + m_{pp}}{m_{s/c}} \right)_{\max}$$

$$\frac{P_{in}}{P_{s/c}} < \left( \frac{P_{in}}{P_{s/c}} \right)_{\max}$$

(3-17)

where

$m_p =$ mass of propellant

$m_{pp} =$ mass of power plant

The values for the maximum ratios allow margin for the satellite to accomplish tasks other than simply operating the thrusters. Specifically, the three statements gauge whether or not there is, once station-keeping requirements have been met, sufficient volume, mass, and power available on board the satellite to perform mission operations such as payload, communications, etc. If the answer to one or more of these criteria is no, then it is concluded that a satellite of mass, $m_{s/c}$, and propellant mass fraction, $m_p/m_{s/c}$ is unable to adequately maintain its position, $\bar{r}$, from the reference orbit at an altitude, $h$, for a mission time, life, using a thrusters with specific impulse, $I_{sp}$ and efficiency $\eta$.

The values for the three constraints listed above can be found as follows:
1. For a given cluster size and altitude, the accelerations along \( \hat{y} \) can be found by evaluating equation

2. The corresponding thrust to counteract those accelerations is given by

\[
\ddot{F}_{\text{tot}} = m_s/c \ddot{\Gamma}
\]  

3. Knowing the acceleration and assuming continuous thrusting, the total \( \Delta V \) required is

\[
\Delta V_{\text{tot}} = (|\Gamma_x| + |\Gamma_y| + |\Gamma_z|) \text{(life)}
\]

4. The total propellant used during the life of the mission is simply

\[
m_p = \left(1 - e^{-\Delta V / I_{sp} g_o}\right)m_s/c
\]

5. The diameter of the spacecraft is

\[
D_{s/c} = \left(\frac{6}{\pi} \frac{m_s/c}{\rho_{s/c}}\right)^{1/3}
\]

6. Using \( m_p \), the diameter of the propellant tank is

\[
D_{\text{tank}} = \left(\frac{6}{\pi} \frac{m_p}{\rho_p}\right)^{1/3}
\]

7. The total power available to the spacecraft is

\[
P_{s/c} = m_s/c \alpha_{s/c}
\]

8. For electric propulsion, a power plant is required on-board the satellite to provide power to the thruster. Therefore, the maximum required input power to the thrusters, using the current value of \( I_{sp} \) being evaluated and thrust levels from step 2 is

\[
P_{in} = \frac{I_{sp} g (F_{\text{max}})}{2 \eta}
\]
9. The mass of the power plant can be found using input power calculated in step 8 along with the specific power of the power plant

\[ m_{pp} = \frac{P_{in}}{\alpha_{pp}} \]  

(3-25)

Table 3-3 lists the maximum values chosen for these constraints as well as other input parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_{pp} )</td>
<td>10 W/kg</td>
</tr>
<tr>
<td>( \alpha_{s/c} )</td>
<td>2 W/kg</td>
</tr>
<tr>
<td>( \rho_p )</td>
<td>500 kg/m³</td>
</tr>
<tr>
<td>( \rho_{s/c} )</td>
<td>79 kg/m³</td>
</tr>
<tr>
<td>life</td>
<td>5 yrs</td>
</tr>
<tr>
<td>( m_{s/c} )</td>
<td>100 kg</td>
</tr>
<tr>
<td>( (m_p/m_{s/c})_{\max} )</td>
<td>0.1</td>
</tr>
<tr>
<td>( (P_{in}/P_{s/c})_{\max} )</td>
<td>0.20</td>
</tr>
<tr>
<td>( (D_{tank}/D_{s/c})_{\max} )</td>
<td>0.33</td>
</tr>
<tr>
<td>( [(M_p+M_{pp})/M_{s/c}]_{\max} )</td>
<td>0.30</td>
</tr>
</tbody>
</table>

### 3.3.3 Analysis of Cluster Missions

The methodology developed in the previous section can now be used to determine the range of thruster specific impulse and efficiency which can maintain the relative positions of a satellite in a cluster without exceeding the satellite design ratios. Figure 3-11 through Figure 3-13 illustrate the feasible regions of thruster specific impulse vs. efficiency for clusters orbiting at various altitudes. At specific impulses below the feasible regions, the required propellant to maintain the cluster during the five year mission life exceeds the assumed 10% maximum initial propellant mass fraction. In actuality, the thruster must operate at an \( I_{sp} \) above this lower limit since propellant utilization, \( \eta_u = 1 \), is assumed in this initial analysis. Combinations of specific impulse and efficiency above and to the left of the feasible regions result in thruster power requirements greater than the allowable 20% of spacecraft power. Because the thruster
power is determined by equation an increase in thruster efficiency allows for higher specific impulses without exceeding the power limitations.

As shown in Figure 3-11 a satellite in a cluster orbiting at 1000 km altitude with a 25 m baseline requires thrusters operating at a minimum specific impulse and efficiency of 2000s and 40% respectively. SPT’s and ion engine technology can currently achieve these ranges. If the baseline is increase to 35 m, thruster requirements increase to 2700s specific impulse and 80% efficiency. Similar effects can be seen for clusters orbiting at 10,000 km (Figure 3-12) and at GEO (Figure 3-13). At 10,000 km, cluster baselines in the hundreds of meters can be achieved using SPT or ion engine technologies. These baselines increase to 4000-6000 m for clusters stationed at GEO. At no altitude can chemical propulsion maintain cluster formations for the 5 year life.

![Figure 3-11 Feasible Isp vs. η at 1,000 km](image-url)
Moving a cluster to higher orbits dramatically increases the allowable baselines for sparse apertures. However, due to the increased range to target from GEO, ground resolutions increase by only about a factor of 5 (see Table 3-4). The achievable
resolutions from the sparse aperture baselines shown in Figure 3-11 through Figure 3-13 are listed in Table 3-4 and Table 3-5.

The achievable resolutions from the sparse aperture baselines shown in Figure 3-11 through Figure 3-13 are listed in Table 3-4 and Table 3-5.

Table 3-4 Feasible Sparse Aperture Ground Resolution

<table>
<thead>
<tr>
<th>ALTITUDE</th>
<th>CLUSTER BASELINE</th>
<th>VISIBLE (.5mm)</th>
<th>IR (10mm)</th>
<th>RF (5cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 km</td>
<td>25 m</td>
<td>20 mm</td>
<td>40 cm</td>
<td>2 km</td>
</tr>
<tr>
<td></td>
<td>35 m</td>
<td>14 mm</td>
<td>29 cm</td>
<td>1.5 km</td>
</tr>
<tr>
<td>10,000 km</td>
<td>25 m</td>
<td>200 mm</td>
<td>400 cm</td>
<td>20 km</td>
</tr>
<tr>
<td></td>
<td>100 m</td>
<td>50 mm</td>
<td>100 cm</td>
<td>5 km</td>
</tr>
<tr>
<td></td>
<td>200 m</td>
<td>25 mm</td>
<td>50 cm</td>
<td>2.5 km</td>
</tr>
<tr>
<td></td>
<td>400 m</td>
<td>13 mm</td>
<td>25 cm</td>
<td>1.3 km</td>
</tr>
<tr>
<td>35768 km</td>
<td>25 m</td>
<td>710 mm</td>
<td>15 m</td>
<td>72 km</td>
</tr>
<tr>
<td></td>
<td>2000 m</td>
<td>9 mm</td>
<td>18 cm</td>
<td>900 m</td>
</tr>
<tr>
<td></td>
<td>5000 m</td>
<td>4 mm</td>
<td>7 cm</td>
<td>350 m</td>
</tr>
<tr>
<td></td>
<td>7000 m</td>
<td>3 mm</td>
<td>5 cm</td>
<td>250 m</td>
</tr>
</tbody>
</table>

For mission where angular resolution is the main concern (such as for imaging of astronomical objects), Table 3-5 shows that angular resolution can be increased by a factor of order 1000 if the cluster is positioned in GEO rather than LEO. These values can be compared with the angular resolutions given for terrestrial interferometers in Table 3-2.

Table 3-5 Achievable Sparse Aperture Angular Resolutions

<table>
<thead>
<tr>
<th>ALTITUDE</th>
<th>CLUSTER BASELINE</th>
<th>VISIBLE (.5mm)</th>
<th>IR (10mm)</th>
<th>RF (5cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 km</td>
<td>25 m</td>
<td>4x10^{-3}&quot;</td>
<td>82x10^{-3}&quot;</td>
<td>412&quot;</td>
</tr>
<tr>
<td></td>
<td>35 m</td>
<td>3x10^{-3}&quot;</td>
<td>59x10^{-3}&quot;</td>
<td>294&quot;</td>
</tr>
<tr>
<td>10,000 km</td>
<td>25 m</td>
<td>4x10^{-3}&quot;</td>
<td>82x10^{-3}&quot;</td>
<td>412&quot;</td>
</tr>
<tr>
<td></td>
<td>100 m</td>
<td>1x10^{-3}&quot;</td>
<td>20x10^{-3}&quot;</td>
<td>103&quot;</td>
</tr>
<tr>
<td></td>
<td>250 m</td>
<td>412x10^{-6}&quot;</td>
<td>8x10^{-3}&quot;</td>
<td>40&quot;</td>
</tr>
<tr>
<td></td>
<td>400 m</td>
<td>258x10^{-6}&quot;</td>
<td>5x10^{-3}&quot;</td>
<td>25&quot;</td>
</tr>
<tr>
<td>35768 km</td>
<td>25 m</td>
<td>4x10^{-3}&quot;</td>
<td>82x10^{-3}&quot;</td>
<td>412&quot;</td>
</tr>
<tr>
<td></td>
<td>2000 m</td>
<td>51x10^{-6}&quot;</td>
<td>1x10^{-3}&quot;</td>
<td>5&quot;</td>
</tr>
<tr>
<td></td>
<td>5000 m</td>
<td>20x10^{-6}&quot;</td>
<td>415x10^{-6}&quot;</td>
<td>2&quot;</td>
</tr>
<tr>
<td></td>
<td>7000 m</td>
<td>15x10^{-6}&quot;</td>
<td>294x10^{-6}&quot;</td>
<td>1.5&quot;</td>
</tr>
</tbody>
</table>
Figure 3-14 shows the thrust levels per unit of spacecraft mass required by a satellite displaced from the reference orbit by 15m, 150m, and 2750m (30 m, 300m, 5500m cluster baselines respectively). These values were found using the full length equation. Combinations of cluster baselines and altitudes which can be achieved with moderate propulsive requirements (Figure 3-11 through Figure 3-13) are all seen from Figure 15 to require thrust levels on the order of 15µN per kg of spacecraft mass along \( \hat{y} \). Thrust/mass along \( \hat{z} \) is approximately 5 orders of magnitude smaller, justifying the use of the linearized equation. In addition, thrust levels along \( \hat{x} \) equal zero.

This is also apparent in Figure 3-15 which shows the required \( \Delta V \) for a five year mission. The \( \Delta V \) expended in \( \hat{z} \) is negligible compared to that expended in \( \hat{y} \).
3.4 SUMMARY AND CONCLUSIONS

This chapter has examined the propulsion system requirements for maintaining a local satellite cluster formation in Earth’s orbit for the purpose of forming sparse aperture arrays. Near continuous thrusting by the propulsive system was found necessary to maintain the relative positions of the satellites within allowable tolerances. Satellite mass, volume, and power constraints limit reasonable cluster baselines to approximately 30 m, 300 m, and 5000 m at 1000 km, 10,000 km, and GEO altitudes respectively. To maintain these cluster baselines, the propulsive system must operate at minimum $I_{sp}$ and efficiency equal to approximately 3000s and 65% respectively with a thrust/spacecraft mass ratio of approximately 15$\mu$N/kg.
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Chapter 4
Modeling Ion Engine Performance

In Chapter 3, the propulsion requirements for maintaining the relative positions of satellites in a local cluster were determined. To maintain reasonably sized formations, it was found that station-keeping thrusters required specific impulse, thruster efficiency and thrust level characteristics similar to those of ion thrusters. The rest of this thesis examines the performance of micro ion engines. This chapter formulates an analytical model, known as Brophy’s Theory, to predict the performance of cylindrical ring-cusped ion engines. In later chapters, Brophy’s model will be used to predict the performance of cylindrical ion engines as they are scaled down in size three orders of magnitude and a linear ion microthruster concept.

4.1 OPERATION OF ION ENGINES

Figure 4-1 shows the cross section of a typical cylindrical ion engine. A neutral gas, such as Xenon or Argon, is fed into the discharge chamber. Electrons are injected into the chamber from a cathode emitter. On occasion, the electrons collide with the neutral atoms with sufficient energy to ionize one neutral resulting in a positively charged ion and one or more additional electrons. During steady state operation, the neutrals, ions and electrons form a quasi-neutral plasma. Ions in the vicinity of the grid are accelerated across a potential difference forming an ion beam exiting the chamber and producing thrust. In some configurations a third grid surface is added to control ion velocity (specific impulse) without affecting ion mass flow rate (thrust). Electrons in the chamber eventually reach the anode where they either complete the circuit back to the cathode or are injected into the ion beam to neutralize it.
The following is a list of definitions for the terms shown in Figure 4-1:

- \( J_B \): Beam ion (and neutralizer electron current)
- \( J_E \): Cathode emitted current
- \( J_C \): Ion current to cathode-potential surfaces
- \( J_D \): Current through discharge power supply
- \( J_P \): Total ion production rate
- \( J_{ia} \): Ion current to anode
- \( J_{acc} \): Ion current intercepted by accelerator grid
- \( V_D \): Discharge potential (potential difference between cathode and plasma)
- \( V_{net} \): Neutralizer potential (potential difference between plasma and ion beam)
- \( V_B \): Acceleration grid potential

### 4.2 BROPHY’S MODEL

Brophy's model [1] uses the conservation equations for mass, charge, and energy to predict the beam ion production cost, \( \varepsilon_B \). \( \varepsilon_B \) is the energy necessary to produce an ion which becomes part of the beam. The derivations in this chapter are a more annotated version of those found in reference [2].

#### 4.2.1 Fundamental Equations

Beam ion production energy can be defined as the total energy expended per beam ion less the useful energy per beam ion. Equations \( ) \) and \( ) \) define useful power and total power respectively.
Useful Power  \( = J_B(V_B + V_D) \)  

Total Power  \( = J_B V_B + J_D V_D + J_{acc} V_B + P_{heaters} \)  

Using equations 4-1 and 4-2, \( \epsilon_B \) can be found as shown in equation 4-3.

\[
\epsilon_B = \frac{Total\ Power - Useful\ Power}{J_B} = \frac{(J_D - J_B) V_D + J_{acc} V_B + P_H}{J_B}
\]

Examining Figure 4-1 the following current balance can be found

\[
J_D - J_B = J_E + J_C + J_{acc}
\]

Substituting equation 4-3 into equation and expanding yields

\[
\epsilon_B = \left( \frac{J_E V_D + P_H}{J_B} \right) J_P + \frac{J_C V_D + J_{acc} (V_B + V_D)}{J_B}
\]

This can be rewritten as

\[
\epsilon_B = \frac{\epsilon_P}{f_B} + \frac{f_C}{f_B} V_D + \frac{f_{acc}}{f_B} (V_B + V_D)
\]

where

\[
\epsilon_P = \frac{J_E V_D + P_H}{J_P}
\]

and  \( f_B = \frac{J_B}{J_P}, f_C = \frac{J_C}{J_P}, f_{acc} = \frac{J_{acc}}{J_P} \)

### 4.2.2 Discharge Energy Balance

Equation 4-3 defines in general terms the expression for beam ion production cost. The goal from here on is to express the terms in equation 4-3 as parameters which are known or can be measured. First, looking at the terms in the equation for \( \epsilon_P \) an energy balance for the discharge chamber can be expressed as

\[
U_+ + \sum_j \frac{U_j}{J_P} + \frac{J_{LP} V_D}{J_P} + \epsilon_B \left( \frac{J_P + J_E - J_{ia} - J_{LP}}{J_P} \right) = \frac{J_E V_D}{J_P} = \epsilon_P - \frac{P_H}{J_P}
\]

where

\( U_+ \) = ionization energy per ion  
\( U_j \) = excitation energy of level j
\( J \) = excitation rate (to level \( j \))
\( J_{LP} \) = loss rate of primary electrons
\( \varepsilon_m \) = mean energy of Maxwellian electron group

Because the first two terms in equation (4-9) are known constants specific to the type of propellant we can define

\[
\varepsilon_o = U_+ + \sum_j J_j \frac{U_j}{J_p} \tag{4-9}
\]

Substituting equation (4-9) into equation (4-8) and expanding gives

\[
\frac{J_E V_D}{J_p} = \varepsilon_o + \varepsilon_m + (V_D - \varepsilon_m) \left( J_{LP} \frac{J_E}{J_p} - \frac{J_{ia}}{J_p} \varepsilon_m + \frac{J_E}{J_p} \right) \tag{4-10}
\]

Solving for \( \frac{J_E V_D}{J_p} \) yields

\[
\frac{J_E V_D}{J_p} = \frac{\varepsilon_o + \varepsilon_m \left( 1 - \frac{J_{ia}}{J_p} \right)}{\left( 1 - \frac{J_{LP}}{J_E} \right) \left( 1 - \frac{\varepsilon_m}{V_D} \right)} \tag{4-11}
\]

Substituting equation (4-10) into and writing \( P_H = J_E V_C \), the equation for \( \varepsilon_p \) becomes

\[
\varepsilon_p = \varepsilon_o + \varepsilon_m \left( 1 - \frac{J_{ia}}{J_p} \right) \left( 1 + \frac{V_C}{V_D} \right) \tag{4-12}
\]

We can define

\[
\varepsilon_p^* = \frac{\left( \varepsilon_o + \varepsilon_m \left( 1 - f_{ia} \right) \right) \left( 1 + \frac{V_C}{V_D} \right)}{1 - \frac{\varepsilon_m}{V_D}} \tag{4-13}
\]

so that equation (4-12) becomes

\[
\varepsilon_p = \frac{\varepsilon_p^*}{\left( 1 - \frac{J_{LP}}{J_E} \right)} \tag{4-14}
\]
\( \varepsilon_p^* \) is seen to be the energy per ion created if no primary electrons were to escape. The terms for \( \varepsilon_p^* \) in equation will be related later in equation to known or measurable parameters. Now, however, let us express \( J_{LP}/J_E \) in known or measurable parameters.

### 4.2.3 Survival Equation for Primary Electrons

\[
J_{LP}/J_E = e^{-\sigma_{\text{tot}} n_u l_e}
\]  

(4-15)

where \( \sigma_{\text{tot}} = (\sigma_\ast + \sigma_{\text{exc}})_{\text{primaries}} \).

Also, \( l_e \) is the path for a primary electron before it would be captured by the anode, if it did not collide with a neutral before that. This path length is that of the electron’s helical path around one of the magnetic lines of force created by the confinement magnets.

The neutral density in equation is related to the flow rate by

\[
n_n = \frac{\Gamma_n}{c_n\phi_n} = \frac{m}{m_i A_g} \left( 1 - \eta_u \right) \frac{4}{c_n \phi_n}
\]

(4-16)

where \( \phi_n = \) grid system transparency for neutrals

\( \eta_u = \) utilization efficiency

This expression for neutral density can be substituted into equation to give

\[
\frac{J_{LP}}{J_E} = \exp \left[ -\frac{4m(1-\eta_u)\sigma_{\text{tot}} l_e}{m_i A_g c_n \phi} \right]
\]

(4-17)

Continuing then, equation can be substituted into equation resulting in

\[
\varepsilon_p = \frac{\varepsilon_p^*}{1 - \exp \left[ -C_0 m(1-\eta_u) \right]}
\]

(4-18)

where \( C_0 = \frac{4\sigma_{\text{tot}} l_e}{m_i A_g c_n \phi} \)
The quantity $C_0$ is a measure of the confinement effectiveness for primary electrons (better for long electron path $l_e$, small grid open area $A_g\phi_n$). If $C_0 \to \infty$, the energy cost per ion, $\varepsilon_p$, tends to the limit $\varepsilon_p^*$, which then represents the cost per ion with no primary losses.

Keep in mind that the ultimate goal is to find $\varepsilon_B$, equation , in terms of known or measurable parameters. Up to this point, we have been working to express $\varepsilon_p$ in such terms. Equation represents the progress thus far, but it still remains to express $\varepsilon_p^*$ in such terms. This is the focus of the next section.

### 4.2.4 Calculation of Primary / Secondary Population Ratio

Primary electrons are endowed initially with an energy $V_D$, and, if they did not escape, would all thermalize eventually, to an energy $\varepsilon_m$. The energy transferred to the neutrals by each primary is $(V_D - \varepsilon_m)$. In steady state operation, this energy loss by the primaries must exactly balance the energy gained by the neutral propellant. Transfer of energy from the primary electrons is assumed to occur in four ways; 1) ionization of atoms by primaries, 2) excitation of atoms by primaries, 3) ionization of atoms by secondaries (Maxwellian), 4) excitation of atoms by secondaries. Thus the balance of energy rate per unit volume is,

$$
\dot{E}_{\text{int}} = \dot{E}_{\text{pi}} + \dot{E}_{\text{pe}} + \dot{E}_{\text{si}} + \dot{E}_{\text{se}}
$$

(4-19)

The rate at which primaries disappear (i.e. thermalize to secondaries) is simply the rate of ionization or excitation by primaries (a primary is assumed to become a secondary-Maxwellian after one ionization or one excitation). So, the net energy input rate per unit volume due to injection of primaries is (assuming the primaries do not leave the chamber without ionizing or exciting a neutral)

$$
\dot{E}_{\text{int}} = n_n n_p v_p \sigma_{\text{tot}} (V_D) (V_D - \varepsilon_m)
$$

(4-20)

where $\sigma_{\text{tot}} = (\sigma_i + \sigma_{\text{exc}})$

As indicated in equation , this energy is used by the primaries and their secondary “progeny” to
(1) Produce ionization by the primaries. Per ionization event, this uses \( U^+ + \varepsilon_m \) since the new electron created has energy \( \varepsilon_m \). The net energy input rate per unit volume due to ionization by primaries

\[
\dot{E}_{p,+} = n_n n_p v_p \sigma_+ (V_D) (U^+ + \varepsilon_m)
\]  

(4-21)

(2) Excite atoms by primaries. Total energy rate per unit volume is

\[
\dot{E}_{p,\text{exc}} = n_n n_p v_p \sigma_{\text{exc}} (V_D) U_{\text{exc}}
\]  

(4-22)

(a shorthand for \( n_n n_p v_p \sum_j \sigma_j U_j \))

(3) Produce ionization by secondaries (Maxwellian). The rate per unit volume is

\[
\dot{E}_{\text{si}} = n_n \int_0^\infty f_m(c) c \sigma_+(c) 4\pi c^2 dc \equiv n_n \bar{c}_e n_m \bar{\sigma}_+
\]  

(4-23)

where \( \bar{\sigma}_+ = \frac{1}{\bar{c}_e n_m} \int_0^\infty f_m(c) c \sigma_+(c) 4\pi c^2 dc \)

and \( \bar{c}_e = \sqrt{\frac{8 kT_e}{\pi m_e}} \), \( n_m = \int_0^\infty f_m 4\pi c^2 dc \)

The ionization cross-section \( \sigma_+(c) \) is zero below \( c^+ = \sqrt{\frac{2eU^+}{m_e}} \). Using a Maxwellian form for \( f_m(c) \), we find

\[
\bar{\sigma}_{\text{tot}} = \int_{u^+}^\infty e^{-u} u \sigma_+(u) du
\]  

(4-24)

where \( u = \frac{E}{kT_e} \)

and the energy spent by secondaries in ionization (per unit time and volume) is then

\[
\dot{E}_{m,+} = n_n n_m \bar{c}_e \bar{\sigma}_+(U^+ + \varepsilon_m)
\]  

(4-25)

Similarly, the energy spent in excitation is
\[ \dot{E}_{m,\text{exc}} = n_n n_m \bar{c}_e \bar{\sigma}_{\text{exc}} U_{\text{exc}} \]

Substituting equations , , , , and into equation the energy balance becomes (dividing by \( n_n \) throughout)

\[ n_p v_p \sigma_{\text{tot}} (V_D - \varepsilon_m) = n_p v_p \left[ \sigma_+ (V_D) (U^+ + \varepsilon_m) + \sigma_{\text{exc}} (V_D) U_{\text{exc}} \right] + n_m \bar{c}_e [\bar{\sigma}_+ (U^+ + \varepsilon_m) + \bar{\sigma}_{\text{exc}} U_{\text{exc}}] \]

This can be solved for \( \frac{n_p}{n_m} \):

\[ \frac{n_p}{n_m} = \frac{\bar{c}_e}{v_p} \frac{U^+ + \varepsilon_m + U_{\text{exc}} \frac{\bar{\sigma}_{\text{exc}}}{\bar{\sigma}_+}}{\sigma_{\text{tot}} (V_D) - \sigma_+ (V_D) (U^+ + \varepsilon_m) - \sigma_{\text{exc}} (V_D) \frac{\bar{\sigma}_{\text{exc}}}{\bar{\sigma}_+}} \]

Equation is important because it expresses the ratio of primary to secondary electrons in the chamber in terms of known or measurable parameters. Note that it is a function of \( T_e \) for a fixed \( V_D \).

Before continuing on with the derivation of \( \varepsilon_p^* \), we must return to the expression for \( \varepsilon_o \), equation . Recalling the shorthand used in equation to represent the sum of energy levels, equation can be written as

\[ \varepsilon_o = U_+ + \frac{J_{\text{exc}}}{J_p} U_{\text{exc}} \]

Utilizing the rate per unit time and volume terms from equations , , , and , the quantity \( J_{\text{exc}}/J_p \) in equation is

\[ \frac{J_{\text{exc}}}{J_p} = \frac{J_{\text{p,exc}} + J_{\text{m,exc}}}{J_{\text{p,+}} + J_{\text{m,+}}} = \frac{n_p v_p \sigma_{\text{exc}} (V_D) + n_m \bar{c}_e \bar{\sigma}_{\text{exc}}}{n_p v_p \sigma_+ (V_D) + n_m \bar{c}_e \bar{\sigma}_+} \]

Do not confuse the terminology used here. \( J_p \) represents the current of ions produced (through ionization by either primary or secondary electrons) while \( J_{p,+} \) represents the part of \( J_p \) produced by primary electrons.

Substituting equation into equation yields

\[ \varepsilon_o = U^+ + U_{\text{exc}} \frac{n_p v_p \sigma_{\text{exc}} (V_D) + n_m \bar{c}_e \bar{\sigma}_{\text{exc}}}{n_p v_p \sigma_+ (V_D) + n_m \bar{c}_e \bar{\sigma}_+} \]
and this does depend on $T_e$ and $\frac{n_p}{n_m}(T_e)$. Substituting equation for $\frac{n_p}{n_m}$ puts $\varepsilon_o$ in terms of known or measurable parameters.

Having found an expression for $\varepsilon_o$, we can continue with determining $\varepsilon_p^*$. The expression for $\varepsilon_p^*$, equation , can be simplified by neglecting ion capture by the screen, $f_a=0$, and heating power, $V_c=0$ so that

$$\varepsilon_p^* = \frac{\varepsilon_o + \varepsilon_m}{1 - \frac{\varepsilon_m}{V_D}}$$

(4-31)

The expression for $\varepsilon_o$, equation , can be substituted into equation . utilizing the expression for $\frac{n_p}{n_m}$, equation , and simplifying, we obtain

$$\varepsilon_p^* = V_D \sigma_+(V_D) \frac{\overline{\sigma}_+ \left[ U^+ + \varepsilon_m \right] + \overline{\sigma}_{exc} U_{exc}}{\overline{\sigma}_{exc} \sigma_+(V_D) - \sigma_{exc} (V_D) \sigma_+} \left[ U_{exc} + \sigma_+ \sigma_{tot}(V_D)(V_D - \varepsilon_m) \right]$$

(4-32)

NOTE: An intermediate expression for $\varepsilon_p^*$ (still containing $\frac{n_p}{n_m}$), which will be useful later, is

$$\varepsilon_p^* = \frac{V_D \left( \frac{\sigma_{tot}}{\sigma_+} \right)}{1 + \frac{n_m}{n_p} V_p \left( \frac{\varepsilon_c \sigma_+}{\sigma_{exc} (V_D)} \right)}$$

(4-33)

At this point we have found an expression for $\varepsilon_p^*$ in terms of measurable parameters for use in defining the expression for $\varepsilon_p$, equation . The expression for $\varepsilon_p$ is to be used for defining $\varepsilon_p$, equation . What remains to be found, however, is in expression for propellant utilization, $\eta_u$, present in equation .

4.2.5 Calculation of Utilization Efficiency

The derivation of the expression for propellant utilization, $\eta_u$, begins with a balance of the rate ions are produced. Specifically, the number of ions produced per second equals the rate at which primaries create ions plus the rate at which secondaries...
create ions. Using the ionization rates per unit volume from equations  and , this balance becomes

$$\frac{J_p}{e} = (\text{vol})\left(n_p v_p \sigma_+ (V_D) + n_m \bar{c}_e \bar{\sigma}_+ \right)n_n$$  \hspace{1cm} (4-34)

where \( n_n = \bar{m}(1 - \eta_u) \frac{4}{\bar{c}_n \phi_n A_g m_i} \)

Noticing that

$$J_B = f_B J_p = \frac{e}{m_i} \eta_u \bar{m}$$ \hspace{1cm} (4-35)

expands equation to

$$\left(\text{vol}\right)\left(n_p v_p \sigma_+ (V_D) + n_m \bar{c}_e \bar{\sigma}_+ \right) \frac{4(1 - \eta_u)}{\bar{c}_n \phi_n A_g} = \frac{\eta_u}{f_B}$$ \hspace{1cm} (4-36)

But also \( n_+ = n_m + n_p \) and \( J_B = (0.61)e n_+ v_B A_g \phi_i \) so

$$n_m + n_p = \frac{J_B}{(0.61)e v_B A_g \phi_i}$$ \hspace{1cm} (4-37)

Dividing the left hand side of equation by the left hand side of equation and the right hand side of equation by the right hand side of equation and simplifying yields

$$\frac{1 + \frac{n_p}{n_m} \frac{v_p (V_D)}{\bar{c}_e} \frac{\sigma_+ (V_D)}{\bar{\sigma}_+}}{(\text{vol}) \frac{n_m \bar{c}_e \bar{\sigma}_+}{1 + \frac{n_p}{n_m} \frac{v_p (V_D)}{\bar{c}_e} \frac{\sigma_+ (V_D)}{\bar{\sigma}_+}}} \frac{4(1 - \eta_u)}{\frac{\bar{c}_n \phi_n A_g}{J_B f_B}} = \frac{(0.61)e v_B A_g \phi_i}{\eta_u}$$ \hspace{1cm} (4-38)

Equation can be rearranged so that

$$\frac{1 - \eta_u}{\eta_u} = \frac{(0.61)e v_B A_g^2 \phi_n \phi_i \bar{c}_n \left(1 + \frac{n_p}{n_m}\right)}{4(\text{vol}) J_B f_B \bar{c}_e \bar{\sigma}_+ \left(1 + \frac{n_p}{n_m} \frac{v_p (V_D)}{\bar{c}_e} \frac{\sigma_+ (V_D)}{\bar{\sigma}_+}\right)}$$ \hspace{1cm} (4-39)

Notice that the bracketed term in the denominator of equation appears in equation . Swapping out that term results in
\[
\frac{1 - \eta_u}{\eta_u} = \frac{(0.61)ev_BA_g^2\phi_n\phi_i\bar{c}_n\left(1 + \frac{n_p}{n_m}\right)}{4(vol)J_Bf_B\bar{c}_e\bar{\sigma} + \left(V_D\sigma_{tot}(V_D)\frac{n_p}{n_m}\frac{v_p}{\bar{c}_e}\right)}
\] (4-40)

We can solve equation for \(\eta_u\) so that

\[
\eta_u = \frac{1}{1 + y}
\] (4-41)

where

\[
y = \frac{0.61 (vol)J_Bf_B\sigma_{tot}(V_D)\left\{\frac{n_p}{n_m}\right\}}{4 \epsilon_p^*ev_BA_g^2\phi_n\phi_i\bar{c}_n\left(1 + \frac{n_p}{n_m}\right)}
\]

Figure 4-2 summarizes the procedure for using Brophy’s model.
Figure 4-2 Summary of Brophy’s Model

\[ C_0 = \frac{4\sigma_{tot}}{m_iA_g \bar{c}_n \bar{\phi}} \]

\[ \frac{n_p}{n_m} = \frac{c_e}{v_p (V_D - \varepsilon_m) \frac{\sigma_{tot}(V_D)}{\sigma_+} - \frac{\sigma_{+}(V_D)}{\sigma_+} (U^+ + \varepsilon_m) - \frac{\sigma_{exc}(V_D)}{\sigma_+}} \]

\[ \varepsilon_p^* = \frac{V_D \left( \frac{\sigma_{tot}}{\sigma_+} \right) V_p}{1 + \frac{n_m \bar{c}_e}{n_p} \frac{\sigma_{tot}(V_D)}{\sigma_+}} \]

\[ \eta_u = \frac{1}{1 + y} \quad \text{where} \quad y = 0.61 \frac{\varepsilon_p^* e v_B A_g^2 \bar{\phi}_n \bar{\phi}_f \bar{c}_n}{4 (vol) J_B f_B \sigma_{tot}(V_D) \left( \frac{n_p}{n_m} \right)} \]

\[ \dot{m} = \frac{m_i J_B}{e \eta_u} \]

\[ \varepsilon_p = \frac{\varepsilon_p^*}{1 - \exp\left(-C_0 \dot{m}(1 - \eta_u)\right)} \]

\[ \varepsilon_B = \frac{\varepsilon_p}{f_B} + \frac{f_C V_D}{f_B} \]
4.3 ARAKAWA ALGORITHM

In the previous section, Brophy’s model was derived allowing the energy costs per beam ion, $e_B$, to be calculated from a simple algebraic equation. Although gas properties, chamber geometry, and operating conditions are known or easily found, several important parameters must still be determined. Specifically, the pathlength of an electron, $l_e$, is dependent on the magnetic field within the chamber. Also, the fraction of ions reaching the beam and cathode potential surfaces, $f_B$ and $f_c$ respectively, are dependent on the plasma density at the surfaces. Plasma density, in turn, is partially dependent on diffusion of electrons across and along magnetic field lines. Arakawa’s algorithm [3] was developed to calculate the magnetic field in the chamber and implement Brophy’s model.

4.3.1 Magnetic Field Analysis

From Ampere’s law we know that

$$\nabla \times \vec{B} = \mu_0 \vec{J} \quad (4-43)$$

which for the case of no current source, $J$, this can be expanded to

$$\nabla \times \vec{B} = \nabla \times \left( \nabla \times \vec{A} \right) = \nabla (\nabla \cdot \vec{A}) - \nabla^2 \vec{A} = 0 \quad (4-44)$$

where $\vec{A}$ is of the magnetic potential vector. Given that the magnetic potential is divergenceless (i.e. $\nabla \cdot \vec{A} = 0$), this reduces to

$$\nabla^2 \vec{A} = 0 \quad (4-45)$$

The location and direction (N-S) of each magnet in the chamber is specified in an input file to the magnetic analysis code. The code divides the chamber into numerous triangular elements. The finite element method is applied to this grid in order to solve for the magnetic potential at each node. The magnetic field vector in cylindrical coordinates can be written as

$$\vec{B} = \nabla \times \vec{A} = \left( \frac{1}{r} \frac{\partial A_z}{\partial \theta} - \frac{\partial A_{\theta}}{\partial z} \right) \hat{r} + \left( \frac{\partial A_r}{\partial z} - \frac{\partial A_z}{\partial r} \right) \hat{\theta} + \frac{1}{r} \left( \frac{\partial}{\partial r} (rA_{\theta}) - \frac{\partial A_{\theta}}{\partial \theta} \right) \hat{z}$$

which, for the axisymmetric case, reduces to

$$\vec{B} = -\frac{\partial A_{\theta}}{\partial z} \hat{r} + \frac{1}{r} \frac{\partial}{\partial r} (rA_{\theta}) \hat{z} = -\frac{1}{r} \frac{\partial}{\partial z} (rA_{\theta}) \hat{r} + \frac{1}{r} \frac{\partial}{\partial r} (rA_{\theta}) \hat{z} \quad (4-46)$$

For convenience then, the magnetic analysis code outputs to a file the value of $rA_{\theta}$ at each node location.
4.3.2 Primary Electron Containment Length

Having calculated the value of \( r A \) at each node, a Monte Carlo simulation of the electrons in the chamber is carried out. Starting from the cathode location, an electron is given an energy corresponding to the discharge voltage. Its position and velocity are surveyed as a function of time during its path through the magnetic field. Its trajectory is computed using the Runge Kutta method according to the following equations of motion while preserving angular momentum, \( M_\theta \).

\[
\frac{m_e \, dv_z}{dt} = -ev_\theta \frac{1}{r} \frac{\partial (rA_\theta)}{\partial r} \tag{4-47}
\]

\[
\frac{m_e \, dv_r}{dt} = m_e \frac{v_\theta^2}{r} - ev_\theta \frac{1}{r} \frac{\partial (rA_\theta)}{\partial r} \tag{4-48}
\]

\[
M_\theta = m_e r v_\theta - e r A_\theta = \text{constant} \tag{4-49}
\]

While in the chamber, a probability exists that the electron will have its trajectory altered either by an elastic collision with a neutral atom or by the “wave” of the oscillating plasma. These probabilities are calculated from the mean free paths of the respective phenomena. The electron continues until it reaches the anode location. The path lengths of the several thousand electrons simulated are averaged to yield the primary electron confinement length, \( l_e \), needed in Brophy’s model. The time the electrons spend in each triangular grid element is totaled to provide the distribution of primary electrons within the chamber. Because the simulation is estimating the electron path length assuming ionization does not occur, no secondary electrons are created (see section 4.2.3).

4.3.3 Discharge Chamber Performance

Having found the electron densities, the Arakawa algorithm proceeds to determine the plasma distribution in the chamber. The governing equation for the particle balance within the chamber is

\[
-\nabla \cdot \left( \bar{D} [\nabla n] \right) = \dot{Q} \tag{4-50}
\]

where \( \bar{D} \) describes the spatial variation of the diffusion coefficients parallel and normal to the magnetic field lines and \( \dot{Q} \) is the ion production rate per unit volume. Reference [3] provides a fuller development of those terms. The result is the differential equation.
\[ \frac{1}{r} \frac{\partial}{\partial r} \left( D_{22} r \frac{\partial n}{\partial r} + D_{21} r \frac{\partial n}{\partial z} \right) + \frac{\partial}{\partial z} \left( D_{12} \frac{\partial n}{\partial r} + D_{11} \frac{\partial n}{\partial z} \right) + \dot{Q} = 0 \] (4-51)

where

\[ D_{11} = D_P \cos^2 \theta + D_N \sin^2 \theta \]
\[ D_{22} = D_P \sin^2 \theta + D_N \cos^2 \theta \]
\[ D_{12} = D_{21} = (D_P - D_N) \sin \theta \cos \theta \]

and \( D_P \) and \( D_N \) are diffusion coefficients parallel and normal to magnetic field lines, respectively. Plasma density within the chamber is found by solving equation (4-51).

The ion flux to surfaces is assumed to be proportional to plasma density at that area. Knowing the plasma density along the exit and cathode potential surfaces, the fraction of ions to these regions, \( f_B \) and \( f_C \) respectively, can be calculated. The values for \( l_i, f_B, f_C \) are used together with other chosen or constant values in Brophy’s model to calculate the energy cost per beam ion, \( \varepsilon_B \).

Figure 4-3 summarizes Arakawa’s algorithm.
4.4 SUMMARY

In this chapter, the model used to predict the performance of ring-cusped ion engines was derived. It was shown that energy cost per beam ion, $\varepsilon_B$, can be formulated as a simple algebraic equation known as Brophy’s model. Most of the parameters in Brophy’s model are known a priori given the choice of propellant gas, chamber geometry, and operating conditions. The remaining parameters can be determined using Arakawa’s algorithm the fundamentals of which were also described in this chapter. The next chapter uses this model to examine how performance of cylindrical ion engines changes as their scale is reduced several orders of magnitude.
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Chapter 5
Scaling of Cylindrical Ion Engines

The previous chapter formulated Brophy’s model and outlined Arakawa’s code which implements the model. The code is discussed first with an emphasis on the formulations used to simulate particle behavior within the chamber. This is important because of the assumption in subsequent analysis that the physics remain the same at smaller scales. Next, an argument is outlined as to how thruster parameters such as mass flow rate and discharge voltage should change as thruster size is scaled. The effect on performance of scaled cylindrical ion thrusters is then presented.

5.1 SCALING ARGUMENT

This section examines how each of the input parameters to the Arakawa code should scale in order to maintain the same discharge chamber performance as chamber size is reduced. As developed in Chapter 4, the average beam ion energy cost is given as

$$\varepsilon_B = \frac{\varepsilon_p^*}{f_B \left[1 - \exp\left(-C_o \dot{m}(1 - \eta_u)\right)\right]} + \frac{f_C}{f_B} V_D \quad (5-1)$$

where \( C_o = 4\sigma_j \varepsilon_o / e v_o A_q q_o \) and \( \dot{m} \) is the mass flow rate per chamber in Aeq/s. Equation indicates that it is desirable to maximize the value of the primary electron containment length, \( l_e \), in order to reduce the power needed to create beam ions. In other words, the longer an average primary electron remains in the chamber before being lost to the anode, the more effective ionizer it is and the more efficient the thruster will be. Ring and line cusped ion engines increase \( l_e \) by employing magnets which cause the electrons to spiral around magnetic field lines.

Equation also indicates that it is desirable to maximize the fraction of ions reaching the beam, \( f_B \), and minimize the fraction of ions reaching cathode potential surfaces, \( f_C \). In a well-
designed chamber, the presence of a magnetic field tends to contain the primary electrons near the center of the chamber. Because a higher percentage of ionizations occur near the chamber center and the ion's ability to diffuse across field lines is hindered, $f_b$ increases and $f_C$ decreases yielding improved performance.

As the size of the thruster is decreased, the chamber exit area will scale as $A_y L^2$ where $L$ is a characteristic length. To maintain the same energy cost per beam ion as chamber size is scaled, equation suggests that the primary electron confinement length and mass flow rate should scale as $l_e L$ and $\dot{m} L$.

Maintaining $l_e$ proportional to a characteristic chamber length should be a matter of keeping the same “degree of particle interaction” between the electrons, neutrals, and ions. Ideally this would be accomplished by altering the magnetic field strength and particle densities so that the Larmor radius and mean free paths scale as $L$. Magnetic field strength, $B$, and Larmor radius are related by

$$B = \frac{m_e v_p}{e r_L} \quad (5-2)$$

Equation implies that $B \propto 1/L$ since $m_e$ and $e$ are constants and $v_p$ is proportional to $\sqrt{V_D}$ which is assumed invariant. The mean free paths for elastic collisions of electrons with neutrals and ions, inelastic ionizing collisions with neutrals, and electron-wave interactions due to plasma oscillations are, respectively

$$\lambda_{e-n} = \frac{1}{n_o \sigma_{e-n}} \quad (5-3)$$

$$\lambda_{e-i} = \frac{4.5 \times 10^{16} V_D^2}{n_+} \quad (5-4)$$

$$\lambda_{\text{ion}} = \frac{1}{n_o \sigma_+} \quad (5-5)$$

$$\lambda_{\text{anom}} = 2\pi \left( \frac{2 e_o V_D}{e n_+} \right)^{1/2} = 2\pi \lambda_d \quad (5-6)$$

where $n_+ = n_p + n_m$ since a primary electron is assumed to become a secondary electron after colliding with a neutral to form an ion. For the mean free paths to scale as $L$, equations through require that the neutral and ion densities scale as $n_o 1/L$ and $n_+ 1/L$. With $n_+ 1/L$
equation indicates that \( \lambda_{\text{anom}} \) does not scale as \( L \) but as \( \sqrt{L} \) with the result being that electron-wave interactions occur less frequently as size is reduced. Although equation represents the anomalous mean free path used in Arakawa’s primary electron trajectory simulation, it may not be appropriate under the assumption under Bohm diffusion. In such a case, \( \lambda_{\text{anom}} \cdot r_{\text{Larmor}} = m_e c_e /eB \) so that \( \lambda_{\text{anom}} \sim L \), not \( \sqrt{L} \). In this analysis however, equation is used.

We see that \( n_o \cdot 1/L \) is consistent with \( \dot{m} \cdot L \) since

\[
n_o = \frac{4m(1 - \eta_u)}{m_i v_n A_g \phi_o} \tag{5-7}
\]

That \( n_s \cdot 1/L \) is consistent with \( \dot{m} \cdot L \) since

\[
J_B = \dot{m} \eta_u = 0.61 \left( n_v A_g \phi_i \right) \tag{5-8}
\]

where \( A_g \cdot L^2 \) and \( v_B \) is proportional to \( \sqrt{T_e} \) which is assumed invariant. It is also desired that the propellant utilization, \( \eta_u \), remain invariant. Propellant utilization can be represented as formulated in Chapter 4

\[
\eta_u = 1 / \left( 1 + \frac{0.15 \varepsilon_p^* v_B A_g^2 \phi_i \phi_o c_n \left( 1 + \frac{n_p}{n_m} \right)}{J_B f_B V_D v_p (Vol) \sigma_T \left( \frac{n_p}{n_m} \right)} \right) \tag{5-9}
\]

where \( v_p \cdot \sqrt{V_D} \), \( n_v \cdot \sqrt{T_n} \) and \( v_B \cdot \sqrt{T_e} \) and so remain invariant given the assumptions that \( T_e \) and \( V_D \) are invariant. Additionally, \( A_g \cdot L^2 \), \( J_B \cdot L \) and \( Vol \cdot L^3 \). \( \eta_u \), then, will remain invariant only if the ratio of primary to secondary electrons, \( n_p/n_m \), and baseline energy cost per ion, \( \varepsilon_p^* \), are invariant. \( n_p/n_m \) and \( \varepsilon_p^* \) can be calculated, respectively, as

\[
\frac{n_p}{n_m} = \left( \frac{\varepsilon_c}{v_p} \right) \left( \frac{U^+ + \varepsilon_m + U_{\text{exc}} \left( \frac{\sigma_{\text{exc}}}{\sigma_+} \right)}{(V_D - \varepsilon_m) \left( \frac{\sigma_T}{\sigma_+} \right) - \left( \frac{\sigma_+}{\sigma_+} \right) (U^+ + \varepsilon_m) - \frac{\sigma_{\text{exc}}}{\sigma_+}} \right) \tag{5-10}
\]
\[ \varepsilon_p^* = \frac{V_D \left( \frac{\sigma_T}{\sigma_+} \right)}{1 + \frac{n_m}{n_p} \frac{\overline{c}_e}{\bar{\sigma}_+}} \]  

(5-11)

Therefore, \( \eta_p/\eta_m \) and \( \varepsilon_p \) will remain invariant if \( \overline{c}_e \) is invariant. \( \overline{c}_e \) is given by

\[ \overline{c}_e = \sqrt{\frac{8}{\pi}} \frac{e}{m_e} T_e \]  

(5-12)

indicating that it is consistent for \( \eta_u \) and \( T_e \) to simultaneously remain invariant as thruster scale is reduced. A more general scaling argument for electric thrusters is given by Khayms in reference [1].

A 10 cm diameter ion thruster typically utilizes permanent magnets which produce a 0.1 T magnetic field near the magnet face. Scaling the thruster to a diameter of approximately 1 cm requires a 1 T magnetic field which may be achieved using rare-earth ceramic magnets. Achieving the 10 T field strength necessary for a 1 mm size microthruster would presumably require superconducting wire solenoids to avoid ohmic losses (and subsequent thermal issues) in the wires.

### 5.2 SCALING OF CYLINDRICAL CHAMBERS

The analytic code described in Chapter 4 was used to determine the effect that scaling has on discharge chamber performance. The magnetic analysis part of the code was found to produce erroneous results. In accordance with Gauss’s Law, the magnetic flux through a closed surface should equal zero,

\[ \oint \mathbf{B} \cdot d\mathbf{A} = 0 \]  

(5-13)

However, performing this check with the field generated by Arakawa’s magnetic field program yielded integrations differing significantly from zero. This indicates a flaw in the calculation of the magnetic potential. Therefore, a commercial package known as MAGNETO [2] was used in its place.

A 7 cm ion thruster developed at Colorado State University was chosen as a baseline because it has undergone experimental testing and numerical simulation [3]. The chamber geometry with corresponding field lines and flux density contours calculated by MAGNETO are shown in Figure 5-1 and
Figure 5-2 respectively. Magnetic flux density was held at 1200 G at the magnet surfaces (representative of SmCo magnets) for all cases.

The structural, material, and power resources required to produce magnetic field strengths of several Tesla in the chamber of an ion microthruster are not yet available. Therefore, the effect of scaling a chamber while holding the permanent magnet surface strength constant at that of the 7cm chamber was investigated. Many of the relationships presented in the
previous section will not hold since the magnetic flux density will not scale proportional to \(1/L\).

Figure 5-3 shows beam ion production cost, \(\varepsilon_B\), as a function of propellant utilization for cylindrical chamber diameters ranging from 7cm to 0.07cm. Despite best efforts, the values for the 7cm case differ significantly from those obtained in reference [4]. The higher \(\varepsilon_B\) calculated for this paper are due to a lower fraction of ions reaching the beam (\(f_B=0.21\) vs. 0.29 in Ref. [3]). This discrepancy is probably due to differences in the magnetic field as generated by MAGNETO and Arakawa’s magnetic field analysis program. Arakawa’s program overstates the strength of the magnetic field resulting in a higher concentration of ions near the chamber center. Consequently, Arakawa’s program predicts a larger fraction of these ions reaching the beam. Although the values of \(\varepsilon_B\) in this analysis do not agree with experimental data, it is still possible to identify the factors influencing \(\varepsilon_B\) as chamber size is scaled.

![Figure 5-3. \(\varepsilon_B\) vs. \(\eta_U\).](image)

The results of scaling the 7cm CSU ion thruster as generated by the Arakawa code are listed in Table 5-1. Mass flow rate was initially set at 0.15 Aeq consistent with it’s operation at CSU. The neutral density scales as \(1/L\) as expected due to the scaling of mass flow rate as \(L\). Due to the lack of a magnetic field the primary electron confinement length scales greater than \(L\). This results in proportionately less ionization so that ion density scales less
than proportional to $1/L$. The equilibrium temperature does not, therefore, remain invariant but increases slightly as the thruster is scaled down.

Figure 5-4 shows the distribution of primary electrons in the 7cm chamber. The peak electron density occurs at the position of the cathode. As shown in the figure, the magnetic field tends to contain the primary electrons near the chamber center. Ionizations will then also tend to occur near the chamber center resulting in a plasma density distribution as shown in Figure 5-5. A large fraction of ions, $f_B$, reaches the beam tending to improve performance. Note the sharp increase in $\varepsilon_B$ as $L$ decreases indicating larger wall losses.

### Table 5-1. Scaling of 7cm CSU ion thruster ($\eta_u=0.7$)

<table>
<thead>
<tr>
<th>units</th>
<th>L</th>
<th>0.1L</th>
<th>0.01L</th>
<th>Scales as</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_B$ m</td>
<td>0.07</td>
<td>0.007</td>
<td>0.0007</td>
<td>$L$</td>
</tr>
<tr>
<td>$m$ (Aeq)$^{-1}$</td>
<td>0.15</td>
<td>0.015</td>
<td>0.0015</td>
<td>$L$</td>
</tr>
<tr>
<td>$\min r_i$ m</td>
<td>1.8e-4</td>
<td>1.8e-4</td>
<td>1.8e-4</td>
<td>$L$</td>
</tr>
<tr>
<td>$l_{eq}$ m</td>
<td>1.01</td>
<td>0.101</td>
<td>0.0101</td>
<td>$L$</td>
</tr>
<tr>
<td>$\lambda_{eq-i}$ m</td>
<td>334.0</td>
<td>34.1</td>
<td>3.44</td>
<td>$L^{0.99}$</td>
</tr>
<tr>
<td>$\lambda_{eq}$ m</td>
<td>4.7</td>
<td>0.47</td>
<td>0.047</td>
<td>$L$</td>
</tr>
<tr>
<td>$l_{stem}$ mm</td>
<td>9.0e-4</td>
<td>2.8e-4</td>
<td>9.1e-5</td>
<td>$L$</td>
</tr>
<tr>
<td>$l_e$ m</td>
<td>2.09</td>
<td>0.076</td>
<td>0.00629</td>
<td>$L^{1.26}$</td>
</tr>
<tr>
<td>$C_o$ (Aeq)$^{-1}$</td>
<td>12.5</td>
<td>46.4</td>
<td>376.0</td>
<td>$L^{0.73}$</td>
</tr>
<tr>
<td>$n_o$ $10^{16}$/m$^3$</td>
<td>4.76</td>
<td>47.6</td>
<td>476.0</td>
<td>$1/L$</td>
</tr>
<tr>
<td>$n_i$ $10^{16}$/m$^3$</td>
<td>0.130</td>
<td>1.25</td>
<td>12.7</td>
<td>$L^{0.99}$</td>
</tr>
<tr>
<td>$n_B$ $10^{16}$/m$^3$</td>
<td>0.0206</td>
<td>0.310</td>
<td>3.53</td>
<td>$L^{1.11}$</td>
</tr>
<tr>
<td>$f_B$ unitless</td>
<td>0.21</td>
<td>0.14</td>
<td>0.12</td>
<td>$L^{0.12}$</td>
</tr>
<tr>
<td>$f_C$ unitless</td>
<td>0.79</td>
<td>0.86</td>
<td>0.88</td>
<td>$L^{0.02}$</td>
</tr>
<tr>
<td>$T_e$ eV</td>
<td>3.61</td>
<td>3.78</td>
<td>3.82</td>
<td>$L^{0.01}$</td>
</tr>
<tr>
<td>$\varepsilon_e$ W</td>
<td>70.4</td>
<td>72.5</td>
<td>73.1</td>
<td>$L^{0.01}$</td>
</tr>
<tr>
<td>$\varepsilon_B$ W</td>
<td>940</td>
<td>2963</td>
<td>4029</td>
<td>$L^{-0.31}$</td>
</tr>
</tbody>
</table>
Because the strength of the magnetic field can not be increased as chamber size is scaled down, the Larmor radius increases relative to the size of the chamber. The primary electrons can easily cross field lines reaching all regions of the chamber. For the 0.7cm and 0.07cm cases then, ionization occurs more uniformly. The resulting plasma density distributions are shown in Figure 5-6 and Figure 5-7. A lower fraction of ions reach the beam leading to decreased performance as compared to the 7cm case.
Figure 5-6. Plasma densities for 0.7 cm chamber.

Figure 5-7. Plasma densities for 0.07 cm chamber.

For the cylindrical geometry analyzed here the ratio of exit area to total chamber surface area is 0.11. It is clear from Table 5-1 that as chamber size is scaled down the fraction of ions reaching the beam approaches the 0.11 value. This indicates that the magnetic field does not significantly confine the electrons or ions at the smallest scales.

5.3 SUMMARY AND CONCLUSIONS

This chapter examined possible design considerations for ion microthrusters. It was shown that, although desirable, magnetic fields can not be scaled inversely proportional to the chamber scale. Even the best practical permanent magnets provide little electron or ion containment below chamber sizes of ~1 mm. At those scales the fraction of ions which
reach the beam is essentially the ratio of the chamber exit area to the total chamber area. The next chapter applies these findings to the concept of a linear ion microthruster.
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Chapter 6
Design Considerations for the Linear Ion Microthruster

In the previous chapter, the performance of cylindrical ion engines as they are scaled down three orders of magnitude was examined. It was found that magnetic field strengths typical of permanent magnets had no effect on electron or ion containment below diameters of 0.1mm. This resulted in the fraction of ions reaching the beam and cathode potential surfaces equaling the respective surface area fractions. This result will be exploited to forego consideration of magnetic fields in analysis of the linear ion microthruster concept.

6.1 INTRODUCTION TO THE LINEAR ION MICROTHRUSTER

The linear ion microthruster, shown in Figure 6-1, is a concept for a micro-machined ion propulsion system proposed by members of the Jet Propulsion Laboratory [1]. The ends of the chamber are not pictured in Figure 6-1 in order to provide an unobstructed view of the inside. The thruster consists of several linear discharge chambers situated parallel to each other. Each discharge chamber has dimensions of approximately 100μm x 300μm x 10cm although these sizes are only conceptual. The walls separating the discharge chambers are built up from alternating layers of conducting and insulating materials. Contained within these walls is the ion accelerator system which includes the ion accelerator grid and the ion decelerator grid separated by layers of spray coated aluminum oxide of sufficient thickness to stand off the high voltages applied between the layers. Electrons stripped from the propellant in the ionization process are collected by the anode and injected into the ion beam by an external neutralizer. The linear ion microthruster concept, as currently conceived, does not contain an exit grid. Design of the ion acceleration region is currently on-going at the Jet Propulsion Lab. Consequently, the transparency of the exit region to ions and neutrals is not known with certainty. In this chapter then, analysis is first performed assuming transparencies typical of traditional ion engines (i.e. $\phi_I=0.86$ and
Next, the analysis is repeated with ions and neutrals treated as though they can pass unhindered through the exit (i.e. $\phi_i=1$ and $\phi_o=1$).

Brophy's model, as formulated in Chapter 4, will be applied in the analysis of this concept. The performance of an ion thruster is gauged by the power required to produce, but not accelerate, an ion which eventually becomes part of the beam. The average energy cost to produce a single beam ion, $\varepsilon_B$, is a key parameter in the measure of the thruster's performance. The produce a more efficient thruster, it is necessary to reduce the value of $\varepsilon_B$ while striving to maintain a high propellant utilization.

### 6.2 PERFORMANCE OF LINEAR GEOMETRY

The results of the previous chapter demonstrated that as size is scaled down several orders of magnitude the plasma density becomes uniform. Therefore, the problem of finding the fraction of ions reaching the beam and cathode potential surfaces, $f_B$ and $f_c$ respectively, is a simple one to solve. Their values correspond to the surface area ratios of the beam and walls. What does remain to be found, however, is the primary electron confinement length, $l_e$.  

---

**Figure 6-1. Linear Ion Microthruster**
6.2.1 Determination of Electron Confinement Length

Arakawa’s primary electron trajectory simulator was modified to accommodate rectilinear geometries. Electron trajectories were simulated over a range of chamber height, width, and lengths to determine electron confinement lengths for each case. Cathode position was assumed to be located at the center of the chamber floor. For a given chamber width to height ratio, $w_c/h_c$, confinement length was found to be independent of chamber length, $L_c$. Although contrary to intuition, the reason for this can be seen in Figure 6-2 which shows an electron trajectory for a linear chamber. If the anode is located in the sidewall along the length of the chamber, then the path of the electron (dotted line) before it reaches the anode will be the same regardless of chamber length, $L_c$.

![Figure 6-2. Sample Electron Trajectories in Linear Chamber](image)

The anode was positioned halfway up the wall with a constant width of 10 $\mu$m. All electrons are assumed to reflect specularly off the electrostatic sheaths surrounding the chamber surfaces and be captured upon reaching the anode. Arakawa’s electron trajectory simulation showed confinement length varying with chamber width to height ratio as shown in Figure 6-3.
From Figure 6-3 it can be seen that the confinement length is several times the chamber dimensions due to reflection off the walls prior to being captured by the anode. Further the confinement length decreases as chamber width to height ratio increases. Because the anode is located halfway up the wall, electrons in tall, narrow (i.e., low \( \frac{w_c}{h_c} \)) chambers tend to bounce from sidewall to sidewall many times before reaching the anode. The optimal confinement length of 2.1mm appears to occur at a geometry ratio of 0.2. This corresponds to chamber height and width equal to 0.387mm and 0.077mm, respectively.

**6.2.2 Energy Costs per Beam Ion**

The value of \( I_e \), found in the previous section is now used in Brophy’s model to optimize the linear microthruster geometry in terms of height, width, length, and number of chambers. Operating parameters were assumed to be consistent with those necessary for a 5 kg microspacecraft orbiting as part of a distributed satellite system. In Chapter 3, it was found that the maximum tidal accelerations encountered by such a “swarm” of spacecraft would be on the order of 0.001 m/s\(^2\). Further it was shown that the specific impulses required are typical of those generated by ion engines.

Figure 6-4 presents the methodology used to analyze the performance of the linear configuration. Assuming a total thrust, \( F_{tot} \), of 5 mN and a specific impulse of 3300s, the total mass flow rate is 0.162 A-eq. Knowing the chamber width, length and grid spacing, the
allowable mass flow rate per chamber can be calculated from the Child-Langmuir 1-D space charge limit (SCL)

\[
\dot{m}_{\text{ion}} = \frac{F_{\text{tot}}}{I_{\text{sp} g}} = \frac{4}{9} \varepsilon_0 \left( \frac{2m_{\text{ion}}}{e} \right)^{\frac{1}{2}} \left( \frac{V_{\text{tot}}}{s_{\text{grid}}^2} \right)^{\frac{3}{2}} \left( A_c N_c \right)
\]

(6-1)

where \(A_c\) and \(N_c\) are the chamber exit area and number of chambers, respectively. Then \(s_{\text{grid}}\) is the gap spacing across which the ion beam is accelerated. The value of \(s_{\text{grid}}\) for the linear ion microthruster is ambiguous since no grid physically exists at the exit. As mentioned earlier, the design of the ion acceleration region is currently under development. Therefore, for this analysis, it will be assumed that the electric potential which accelerates the ions, \(V_{\text{tot}}\), is distributed uniformly between the side walls across a gap measuring \(s_{\text{grid}}\). Allowable mass flow per chamber can be divided into the total mass flow for the thruster yielding the required number of chambers. Values of \(T_e\) and \(\varepsilon_p^*\) were determined through an iterative process based on the energy equilibrium in the discharge chamber.

---

**Figure 6-4. Linear analysis methodology.**

Figure 6-5 shows the variation of beam ion production cost with chamber length for the case where transparencies to ions and neutrals are chosen to be 0.81 and 0.26, respectively.
The ion acceleration region was limited to values greater than 10 microns. The height and width of all chambers remained constant at 0.39 mm and 0.077 mm, respectively. At a chamber length of 0.70 mm, 15 chambers were required to satisfy space charge limitations. As length increased, fewer chambers were required to provide the necessary mass flow rate. Beam ion production costs tend to decrease as the number chambers decreases. For a given number of chambers, however, beam ion production cost increases as length increases. This is due to an increase in exit area with no increase in mass flow rate per chamber. The trend of a slightly decreasing beam ion cost reverses dramatically once less than three chambers are needed. For that situation, beam ion cost jumps from 1000 to 5000 W/A as the length of the chamber increases. For relatively short chambers (on the order of chamber height and width), edge effects will become significant. In this analysis, however, no attempt was made to model the effect.

The beam ion production costs in the range of 1100 to 5000 W/A shown in Figure 6-5 are several times higher than typical large ion engines. This is due, in part, to a confinement length approximately eight times chamber dimensions. This value encompasses the ability of the electron to reflect off walls while still retaining enough energy to ionize neutrals. However, such confinement lengths are well below those of large ion engines (typically 20-40 times chamber dimensions).

![Figure 6-5](image.png)

Figure 6-5. Relationship between beam cost and number of chambers.
Figure 6-6 presents analysis similar to that just performed except that it is assumed the chamber exit conditions do not hinder the passage of ions or neutrals (i.e. $\phi_i=1$ and $\phi_o=1$). The lower neutral density in the chamber results in a jump in beam ion production cost. Again it can be seen that beam costs decreases slightly as the number of chambers decreases. Optimum beam ion costs occurs at 2 chambers. For a given number of chambers, beam ion costs increases as chamber length increases.

![Graph showing beam ion energy cost vs. chamber length]

**Figure 6-6. Beam ion energy cost vs. chamber length**

### 6.2.3 Mapping Ion Energy Cost to Efficiency

Before the performance of the linear microthruster can be compared to other systems in terms of propulsion system power and mass, it is necessary to put the cost per beam ion value in terms of a more easily used parameter, namely thruster efficiency, $\eta$. In more general terms, $\varepsilon_B$ can be thought of as

$$\varepsilon_B = \frac{\text{Total Power} - \text{Useful Power}}{J_B}$$

(6-2)

where, from Chapter 4, useful power $= J_B(V_b + V_{net})$ and total power $= P_{in}$.

Substituting $P_{in}$ from equation and with $P_{beam} = J_B V_{net}$, the efficiency, $\eta$, of the thruster can then be related as:
\[ \eta = \frac{P_{\text{beam}}}{P_{\text{in}}} \]
\[ \eta = \frac{V_{\text{net}}}{V_{D} + V_{\text{net}} + \varepsilon_B} \]
\[ \eta = \frac{1}{1 + \left(\frac{(V_{D} + \varepsilon_B)^{2e}}{(g_{o}I_{\text{sp}})^{2}m_{i}}\right)} \quad (6-3) \]

Figure 6-7 shows efficiencies plotted versus specific impulse as calculated using equation for several values of \( \varepsilon_B \).

![Efficiency vs. Isp at Several \( \varepsilon_B \)]

**6.3 LINEAR ION MICROTHRUSTER VS. COLD GAS THRUSTER**

To gauge the performance of the linear ion microthruster, a comparison is made with a hypothetical cold gas microthruster for a range of thrust times. Using equation \( e_B \) in Figure 6-6 corresponds to an efficiency \( \eta = 16\% \). The cold gas thruster is assumed to operate at a \( I_{\text{sp}} = 75 \) s. The specific power of the ion thruster power plant is assumed to be 10 W/kg. The mass of both the cold gas and linear ion microthrusters are assumed to be negligible compared with the mass of any propellant or power plant required.

Figure 6-8 shows how propulsion system mass varies with thrusting time. For short thrusting times, the mass is due almost exclusively to its large power system. The
efficiency of the linear ion microthruster is so poor that just the power plant makes up approximately 55% of the spacecraft mass. Obviously this is not acceptable. For comparison, a more efficient engine is also plotted. Notice that at 5 years thrust time, the more efficient ion engine reaches the levels of approximately 10% propellant mass and 10% power plant mass. This is consistent with the findings in Chapter 3 that the propulsion system of spacecraft in clusters should have $I_{sp}=3500$ and $\eta=65\%$. The cold gas system, whose mass is made up entirely of propellant, requires less mass than the linear ion engine for thrust times less than 2 months. As thrust times increase, however, the lower specific impulse of the cold gas system forces its propellant mass to increase quickly, eventually exceeding the mass of linear ion system. A linear ion thruster as presently conceived is not appropriate for clusters of microsatellites.

![Figure 6-8. Mission Propulsion mass (excluding thruster itself)](image)

### 6.4 SUMMARY AND CONCLUSIONS

The performance of the linear ion microthruster was examined using Brophy’s model to predict energy costs per beam ion. This energy cost was then translated into thruster efficiencies. For linear ion microthrusters on the scale of 0.1 mm to 1 mm, magnetic fields can not be used to increase the primary electron confinement length. Path lengths are, therefore, limited to distances on the order of chamber dimensions. Application of these findings to linear ion microthruster design indicate that beam ion production costs tends to decrease as the number of chambers decreases for a given thrust level. Further, for a given number of chambers beam ion cost increases as length increases. Shorter chamber
lengths are more efficient due to a lower ratio of wall surface area to exit area. This results in a lower fraction of ions neutralized after contact with cathode potential surfaces. For short thrusting times during a microsatellite cluster mission, a cold gas system is feasible. For a period longer than a few months, the mass of propellant required eliminates a cold gas system from consideration. Unfortunately, the linear ion microthruster, as currently conceived, is not efficient enough to perform the mission for any length of time.
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Chapter 7
Summary and Conclusions

The previous chapter examined design considerations relating to a linear ion microthruster concept. That was the last of a progression of topics discussed in this thesis. Those topics have been cost modeling of distributed satellite systems, determination of propulsion system requirements for satellite clusters and swarms, and analysis of ion micropropulsion systems for use in swarms of microsatellites. This chapter summarizes the finding of this thesis and reiterates the conclusions reached.

In Chapter 2, the total costs over a 10 year mission life were calculated for three configurations of the NPOESS mission. Distributing the primary instruments among three smaller satellites significantly increases the reliability of each individual satellite. This increased reliability substantially reduced the number of ground and on-orbit spares required, thus reducing mission costs compared to a single large satellite configuration.

From this analysis, it can be concluded that the distribution of sensors among several satellites is appropriate when the savings from increased reliability outweigh the increased cost to deploy the distributed system. Further, distribution is less advantageous for systems with high sensor reliability.

A distributed architecture makes sense if it can offer reduced cost or improved performance. Because the performance requirements, and the associated probability of satisfying them, are embedded in its calculation, lifetime cost is a useful metric for architecture analysis. The appropriateness of distribution is highly dependent on the characteristics of a specific mission. As a means to reduce mission costs, it is recommended that satellite manufacturers trade-off the following advantages and disadvantages of distribution during the initial design phase:
• Improved resolution corresponding to the large baselines of sparse apertures formed by clusters or swarms of satellites.
• Lower failure compensation costs due to the separation of important system components among many satellites.
• An increase in system complexity leading to longer development times.

The fundamental conclusion is that large constellations of hundreds or thousands of small and microsatellites could feasibly perform missions currently being carried out by traditional satellites today.

Chapter 3 examined the propulsive requirements necessary to maintain the relative positions of satellites orbiting in a local cluster. Formation of these large baseline arrays could allow high resolution imaging of terrestrial or astronomical targets using techniques similar to those used for decades in radio interferometry. A key factor in the image quality is the relative positions of the individual apertures in the sparse array. The relative positions of satellites in a cluster are altered by “tidal” accelerations which are a function of the cluster baseline and orbit altitude.

From these findings, it can be concluded that near continuous thrusting by a propulsive system is necessary to maintain the relative positions of the satellites within allowable tolerances. Satellite mass, volume, and power constraints limit reasonable cluster baselines to approximately 30 m, 300 m, and 5000 m at 1000 km, 10,000 km, and GEO altitudes respectively. To maintain these cluster baselines, the propulsive system must operate at minimum $I_{sp}$ and efficiency equal to approximately 3000s and 65% respectively with a thrust/spacecraft mass ratio of approximately $15\mu$N/kg. These parameters are consistent with those of ion engines. The rest of this thesis examined the performance of micro ion engines with the purpose of using them to maintain the relative positions of microsatellites in a cluster or swarm.

Chapter 4 formulates an analytical model, known as Brophy’s Theory, to predict the performance of cylindrical ring-cusped ion engines. The model is used to predict the performance of ring-cusped ion engines. It was shown that energy cost per beam ion, $\varepsilon_B$, can be formulated as a simple algebraic equation. Most of the parameters in Brophy’s model are known $a$ priori given the choice of propellant gas, chamber geometry, and operating conditions. The remaining parameters can be determined
using Arakawa’s algorithm, the fundamentals of which were also described in this chapter.

Chapter 5 uses Brophy’s model and Arakawa’s algorithm to examine how performance of cylindrical ion engines changes as their scale is reduced several orders of magnitude. The code is discussed first with an emphasis on the formulations used to simulate particle behavior within the chamber. Next, an argument is outlined as to how thruster parameters such as mass flow rate and discharge voltage should change as thruster size is scaled. The effect on performance of scaled cylindrical ion thrusters is then presented.

Based on these findings, it can be concluded that magnetic fields can not be scaled inversely proportional to the chamber scale. At those scales the fraction of ions which reach the beam is essentially the ratio of the chamber exit area to the total chamber area. Application of these findings to linear ion microthruster design indicate that beam ion production costs tends to decrease as the number chambers decreases for a given thrust level. Further, for a given number of chambers beam ion cost increases as length increases.

In chapter 6, the performance of the linear ion microthruster was examined using Brophy’s model to predict energy costs per beam ion. This energy cost was then translated into thruster efficiencies. For linear ion microthrusters on the scale of 0.1 mm to 1 mm, magnetic fields can not be used to increase the primary electron confinement length. Path lengths are, therefore, limited to distances on the order of chamber dimensions.

Application of these findings to linear ion microthruster design indicate that beam ion production costs tends to decrease as the number chambers decreases for a given thrust level. Further, for a given number of chambers beam ion cost increases as length increases. Shorter chamber lengths are more efficient due to a lower ratio of wall surface area to exit area. This results in a lower fraction of ions neutralized after contact with cathode potential surfaces. Overall, however the performance of the linear ion microthruster is very poor. For short thrusting times during a cluster mission, a cold gas system is feasible. For a period longer than a few months, the mass of propellant required eliminates a cold gas system from consideration. Unfortunately,
the linear ion microthruster, as currently conceived, is not efficient enough to perform the mission for any length of time.